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Knowing the vertical structure of particle velocisyvery important for the sediment transportagstundy. Recent
development of computer resources and high perfocm@omputing enable us to use numerical models wit
more information in the vertical direction. In thiaper, the performance of multi-layered Boussinesglel
(COULWAVE) and RANS model (COBRAS-UC) on a bar-trougbfipe beach is examined. Results, in terms
of wave heights computed by both models and the ts@ries of the horizontal velocity (computed with
COBRAS-UC model) are compared with the experimental datlected by Okamotet al. (2008) for the test
case with an incident wave of period T=1.5sec agight of H=8cm, in which the detailed vertical sture of
particle velocity was measured. Both models canigreétie wave height change very well until the wave
breaking initiates and specially COBRAS-UC model. Hesveit does not agree to the experimental datr aft
the wave breaking initiation. The COBRAS-UC model ghltes the horizontal velocity near the free swfac
very well, but it does not agree to the experimletiaita in the lower section of the water column.

ADITIONAL INDEX WORDS: Wave breaking, Boussinesq type models, RANS model, Experimental work

flow field is approximated by a quadratic polynomso, it does
not simulate correctly the vertical velocity prefil
This aspect is more important when the dealing wétiment

INTRODUCTION
Wave breaking is an important phenomenon in thesheae

region because the energy exerted from the breaking drives
various nearshore phenomena, such as set-up/dengsHore
current, nearshore circulation and so on. Therefaezurate
prediction of wave breaking area is the key in twmastal
engineering project.

The Boussinesg-equation-based numerical
common analysis tool for the nearshore hydrodynainiche last
decade due to the development of computer power taed
extension of the applicable limit. The wave bregkin this kind
of models is reproduced by adding extra momentumgéo the
momentum equation as a sink term to realize therggne
dissipation due to the wave breaking. These extcanemtum
terms are only active during the wave breaking ewerd the
decision for which wave is in the state of waveakieg is made
by the external wave breaking index. The breakingdeh is
controlled by empirical parameters that define théiation,
duration and termination of the wave breaking. Thdti-layered
Boussinesq equation modelvfleTT and Ly, 2004) is an example
of this type of models. It uses for the verticadtdbution of the
flow field, quadratic polynomials, matched at thgeirface that
divides the water column into layers. This approkeis to a set
of model equations without the high-order spatiarivchtives
associated with high-order polynomial approximagionsually
employed in the common Boussinesq models. In thig, wee
model exhibits accurate linear characteristics ai kh~8 and

nonlinear accuracy t&h~6. Anyway, at each layer the vertical

has becomeP

transportation is considered, because simulating tertical
structure of particle velocity correctly is an inm@ont factor.

The Reynolds Averaged Navier-Stokes equation (RANS)
models are often used in the CFD and show very ggogements
with the experimental data. But it requires strolgnputational
giyver as a practical tool.

n this paper, the performance of a multi-layeredu&inesq
model (COULWAVE, LyNET and Lu, 2004) and a RANS model
(COBRAS-UC, laRA et al., 2006) on a bar-trough profile beach.
Wave heights and time series of the horizontal aigloare
compared with experimental data fronkAMoTo et al. (2008),
especially for the test case with an incident wafeperiod
T=1.5sec and height of H=8cm, in which the detailedtical
structure of particle velocity was measured. Theewdepth at the
top of the bar is 10 cm. The comparison contribuites better
understanding about the behavior of each humemcalel on the
inversed slope section.

Since COULWAVE is dependent on several parametdasere
to the wave breaking, a previously sensitivity gsial on the
variation of the initiation parameter at COULWAVEbdel is also
performed. This permit to find the parameter thastbfit the
experimental data. In the case of COBRAS-UC model, the
turbulent model is based on thes model and there is no
parameter adjustment by user.
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WAVE TANK EXPERIMENTS
Test conditions

condition. Four input wave heights (8, 10, 15, 2péon d=10cm
and two input wave heights (10 and 15cm) for d=15gBTE

Wave tank experiments were conducted at the Ndtioniested. Wave was broken at the paddle in one caseeta the

Laboratory of Civil Engineering (LNEC) in Lisbon, Ragal.

Simplified bar-trough shaped beaches were instakdhown in
Figure 1. Since the original bottom configuratidrthe tank is not
a flat bottom, a wave gauge was installed at tleedfothe front
face of bar for checking the input wave conditidhe wave tank
does not have uniform width. The width of the tamkies from
0.95m at the toe of the slope to 0.60m at 2m betffoeebar crest.
The width of the tank is uniform with 0.60m in trest of area.

Paddle

Wa\l’e Gauge 0.1 0r 0.15m s

1:20

1:20
0.45m

Figure 1. Bottom configuration of the wave tank.

Seven wave gauges were installed for the calculasfowave
celerity and wave height in the area of measuremehich is
from 200cm before the bar crest to the bottom efttbugh. Wave
gauges were separated with 20cm distance due iogtramental
restriction. Two series of measurements, such 8s 28, 40, ...,
cm and x=10, 30, 50, ..., cm were conducted so teatdsolution
of data is 10cm (Figure 2 (a)). The natural osidlaof the wave
tank was measured by taking the mean water leaigdh It was
found that it takes, at least, about four minutastiie oscillation
to become small enough. Therefore, the data callegtas started
to record after five minutes from the changing oput wave
conditions. The duration of the record was two résuand the
sampling rate was 100Hz.

(a) Wave gauges

Figure 2. Measurement equipments

For particle velocity measurements it was used d@VA
mounted on an iron bar and placed at the locatfoimterest as
shown in Figure 2 (b). The particle velocity is notiform over
the water depth due to several reasons such as typee(deep
and intermediate water waves), undertow, bottootidm, and so
on. Data obtained on a horizontal bottonkA@0T0 and Bxsco,
2006) suggested that the particle velocity at thddila of the
water column shows close value against the aveoage the
water depth, so that the probe of the ADV was posd at
around the middle of water column as a general. e some
locations the velocity was measured at several ma@épths to
check the velocity profile over the wave columnheTsampling
rate of the ADV was 25Hz, which is the maximum teson the
device can make.

Water depth was measured at the crest of the bdiQ @nd
15cm. The four wave periods were tested in eacter@épth

steepness condition, so total 69 cases were tested.

Wave heights

The wave heights were calculated from the wave g@alaga by
the down-crossing method. Set-up was not considegeel so that
the water depth is the still water depth.

Figure 3 displays the evolution of the relative waweight for
all tested cases on 1/20 back slope. Up to ceptaiimt (around 0.8
on the relative distance scale), the relative wasight decreases
asymptotically towards about 0.4. This is very samio the decay
equation for horizontal bottom given HyALLY et al. (1985).
Then, the relative wave height once nearly stailistarts to
decrease again. The relative wave height at thmiration
location is 0.3 in average. The theory given by et al.
(1985) cannot explain this second change neaeti@ration.

H/d

0.2 0.4 0.6 0.8 1.0

Relative Distance (O=bartop, 1=termination)

12

Figure 3. Relative wave height from the bar-top be t
termination of wave breaking (1/20 back slope).

Figure 4 displays an example of the comparisonhef wave
height change with d=10cm, T=1.5sec, and H=8cm tfoee
different slopes at the lee side of the bar. Theeweeight changes
in the front face of the bar (negative values iaxis in Figure 4
are almost identical, which means the bathymetgngk in the
lee side of the bar does not affect to the wavereeéntering the
trough region. This may sound obvious but it wasesseary to be
confirmed because of the nonlinear effects of tlevew Wave
height in the trough region becomes bigger on stesfope than
on milder slope as shown in Figure 4.
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Figure 4. Comparison of the wave height change among
different back slope settings (d=10cm, T=1.5se@di.

Particle velocity
Three representative values were calculated froenrétord.
The maximum and minimum values were extracted &mheone
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wave period and made them averaged. The time avefaghole

record was considered the mean velocity. Figurasplalys the
mean, the minimum and the maximum velocity for dsrhp
T=1.5sec and H=8cm on 1/20 back slope. The meaeratv is

almost negligible before and after the wave breakiBut the

mean water flow gives large influence on the phatieelocity

during the wave breaking. It becomes about the bélfthe

contribution due to the wave motion in maximumislso strong
that there is almost no flow in the on-shore dimciat the area
soon after the bar crest.

The mean water flow is mainly driven by the meanewgevel
difference, such as set-up/down. But the minimurerisity of the
crest velocity always appears soon after the coésthe bar,
regardless of the initiation location of the wavedking.
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Figure 5. Mean water flow and the envelope of thdige
velocity (d=10cm, T=1.5sec, H=8cm on 1/20 back s)op

The particle velocity was measured at every lcuejpth at six
locations for d=10cm, T=1.5sec, H=8cm on 1/20 babtdpe.
Figure 6 displays the vertical structure of paetigklocity at x=-
150 cm, where the wave breaking has not been tiitiaThis
figure displays that there is a slight tendencyth&f mean water
flow in the offshore direction throughout the wateumn, but
the variation in the depth is very small. At x=50avhere the
strong mean flow is observed (See Figure 5), thanmmarticle
velocity near the bottom is faster than the uppet pf the water
column. This suggests the existence of undertowtmit/ariation
in the vertical direction is relatively small compey to the
magnitude of mean flow.
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Figure 6. Vertical structure of particle velocityf d=10cm,
T=1.5sec, H=8cm, x=-150cm.

NUMERICAL APPLICATIONS
The numerical

The particle velocity was measured at 1cm eactepthd as much
as the probe of ADV was completely submerged,>atcgiations
from before the wave breaking to after the wavekirey.

For those conditions, wave heights with both modatel
velocities with  COBRAS-UC model along the flume were
calculated. Those values were compared with experial ones.
Previously, a sensitivity analysis was made for éstablishment
of the initiation breaking parameter at the COULWAXfedel.

Numerical models description

COULWAVE (LYNETT and Lu, 2004) is a nonlinear wave
propagation model based upon a multi layer apprdachthe
integration of the primitive equations of motiorotinuity and
momentum equations). This approach leads to a fsehoalel
equations without the high-order spatial derivatiwessociated
with high-order polynomial approximations.

The optimized model equations show good linear wave
characteristics up to kh of 8, while the second-order nonlinear
behavior is well-captured th ~6. This is a greater than two-fold
extension to highekh over existing O(1) Boussinesg-type. To
enable the Boussinesq model to simulate surf zone
hydrodynamics, energy dissipation due to wave lingalk treated
by introducing an eddy viscosity term into the moitoen
equations, with the viscosity strongly localizedtba front face of
the breaking waves. Wave run-up on the beach islated using
a permeable seabed technique. Both wave breakingamdp
schemes follow the work of BUNEDY et al. (2000).

By taking the volume-average of RANS equations & al.
(1999) presented a two- dimensional numerical madeknamed
COBRAS, to describe the flow inside and outside cbasta
structures including permeable layersutt al. (2002) extended
the preliminary model by including a set of voluamesrageck-¢
turbulence balance equations. The movement of digéace is
tracked by the Volume of Fluid (VOF) method. e tARANS
equations, the interfacial forces between the fliidd solids have
been modeled by the extended Forchheimer relatipnshwhich
both linear and nonlinear drag forces are included.

COBRAS-UC is a new version of the model developedat t
University of Cantabria in order to overcome somehaf initial
limitations and especially to convert it into a ltdor practical
application. Most of these modifications in the nesrsion
COBRAS-UC have been founded on the extensive validatio
work carried out for low-crested structuresa@@IA et al. 2004,
LosADA et al. 2005 and kRA et al. 2006a) and wave breaking on
permeable slopes £RA et al. 2006b) carried out with the model.
The improvements cover the wave generation procesdg
updating and re-factoring; optimization and impnomeat of the
main subroutines; improvement of input and outiadlefinition
and the development of a graphical user interfaceautput data
processing programspoisApA et al. (2007).

Numerical conditions and computational domain

In this study, COULWAVE model was used to calcultdte
free surface elevation and the wave heights forctse study, for
the incident wave of T= 1.5 sec and H=0.08 m.

A section of the computational domain of COULWAVE debd
(in the x-direction is the same as the COBRAS-UC njodel
presented in Figure 7. It is 32 m long and 1 m kidthe
bathymetry, reproduced as it happens in the physicael, was

wave calculations were performed withliscretized with a spacing @k = 0.05 m. The decrease on the

COULWAVE and COBRAS-UC models, for the test case ofvidth of the physical model was not simulated, doethe

d=10cm, T=1.5sec, H=8cm on a 1/20 slope.
This particular case was chosen since a detailaticake
structure of particle velocity was measured in phgsical tests.

limitations of COULWAVE model. The COULWAVE model
generates a finite difference grid based upon timénmym number
of points per wavelength given by the user, whichthis case

Journal of Coastal Resear@pecial Issue 56, 2009



Okamoto et al.

were 40. Two layers were considered on these eaionks. Th e

Courant number was equal to 0.1. Two absorbing bemiesiwere
considered at the beginning and at the end of tmeath with a
length of one wave length. It was considered didmccoefficient
equal to 1.0x18,

The source function for the wave generation istieta= 0.0m.

The total simulation time was 300 s. For the relingirmodel
parameters it was assumed, as a first approach,vahees
suggested in the COULWAVE model user's manuaingrT and
Liu, 2002).

30 wave gauges were installed along the channéigh® of
them at the same position of the physical modeleewents
Figure 8.

1.1cm<dx<3.8 cm
dy=0.55cm

dx<l.lcm
dy=0.55cm

2.9cm>dx>1.1cm
dy=055cm

ppddie

E
055m /\

0 2 4 6 8 10 12 14 16 18 20 2 2 2 28 EY 22
x (m)

Figure 7. Computational domain of COULWAVE and

COBRAS-UC models. Computational grid in the y-direction

used in COBRAS-UC.

The model COBRAS-UC was used to calculate the surfacg

elevation and the vertical profile of the horizdntelocity for the
case study. The location, dimensions and charatitayiof the
experimental geometry were reproduced in the nualerhodel,
shown as Figure 7. However, the position of theevanaker was
not the same: the experimental flume is larger th@&mnumerical
one. Moreover, the reducing of the cross sectiahdlcurs in the
flume could not be represented with any 2D modell this effect
could lead some differences in the results obtaim¢id the model
and on the experimental flume.

The computational domain is 32 m long and 0.8 nh lsigd the
paddle is located in the seaward side of the damdime
computational mesh was divided in three regionsdifferent
resolutions, corresponding to the wave generationez the
breaking zone vicinity and the absorbing zone. ghé was non-
uniform in the x-direction, with a minimum cell vifd dx, of
1.1 min the breaking zone and a maximum cell waftB.9 cm in
the generation zone (Figure 8). In the y-directitire grid was

Bathymetry — Mean water level O COBRAS-UC gauges © wave gauges * ADV

XD

x (m)

Figure 8. Sketch of wave flume and location of measment
equipment used during the experimental tests atttkin
numerical simulation.

Figure 9 presents the wave height along the fluameputed by
the numerical model COULWAVE for each wave breaking
parameter tested and the experimental ones.

In general, for wave breaking parameters less thés, the
behavior of the wave heights are similar to theegixpental ones.
However, the maximum experimental value of waveleis not
reach by the numerical model. Moreover, after hrepkthe
numerical values are lower than the experimentasofror wave
breakings higher than 0.65, it seems that the wiae&s not break
and the decrease of the wave height is a conseguehthe
increase of the water depth.

* Measured

o Par_Break=0.45
X Par_Break=0.50
o Par_Break=0.55
® Par_Break=0.60
. 4 Par_Break=0.65
A Par_Break=0.70

Wave height (cm)

-200 -150 -100 -50 0 50 100 150 200
Distance from the bar (cm)

Figure 9. COULWAVE results of wave height. Calculago
performed for an incident wave breaking paramesgeying
between 0.4 to 0.7

From the above and from visual observation, in Whicas

uniform with dy=0.55 cm in the whole domain. The total numbe'bbserved that the wave breaks between -100 anch9¢he value

of cells was 1903x145=27985. The turbulent model thod

COBRAS-UC is based on thes model. Eight numerical gauges

were considered in the numerical flume (Figurefi8k located at
the same positions as the wave gauges in the @hyamdel, one
close to the paddle in order to control the waveegation, four
between the paddle and the first experimental g@egéion and
five more in the positions where ADV measuremengsenmade
in the experimental test, to calculate the vertigalfile of the
horizontal velocity.

Results

Comparison between numerical results and data meshguthe
physical tests is made for the wave heights anocitéds.

First of all, a sensitivity analysis of the inii@ parameter of
wave breaking was performed. These parametersvaeied from
0.45 to 0.7. The calculations were performed forl@Gm,
T=1.5sec, H=8cm on 1/20 back slope.

chosen was 0.55.
Figure 10 displays the comparison of the wave heitfgng the

flume between the measurements and the COULWAVE and

COBRAS-UC model results.

In general for both models, the wave height behaaiong the
flume is similar to the one observed in the experital tests.
However, there are some differences between nuateend
physical results.

In fact, while the wave heights before the waveakirg agree
well for both numerical models with the experimeémésults, they
present smaller values around wave breaking. Mamothe
numerical values become slightly smaller than theegemental
ones, especially after 50cm from the bar. Anywayexpected the
RANS model values are closer than the experimentas.o

The disagreement of the numerical and experimesaales in
the breaking area can be related to the input datéhe wave
maker. Notice that, in both models, the input ctads on the
paddle — significant wave height at COULWAVE modetighe
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surface elevation and the velocities (vertical hndzontal, which
are calculated using Stokes Il theory) for COBRAS-@E not
the same that occur on the experimental flumeadt, the vertical

constant width. This condition will be the inputneiitions for
COULWAVE and COBRAS-UC models.

profile of the input velocities were not measuredtiee wave

maker, so the input velocities could not be comparad that
could have influence on the results.

16
4 Measured
14 Veo* X COBRAS-UC
-~ 12 ’&W” O COULWAVE
g * O,
= 10 X o.
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Figure 10. Comparison of wave height between thesured
and numerical results (COULWAVE and COBRAS-UC).

Figure 11 displays the comparison of the time sené the
horizontal velocity between the measurements aadCtABRAS-
UC results at x=-150cm, where the wave breaking has
occurred yet. Figure 11(a) shows the record medsatra=8cm.
Note that the depth is measured from the still wdépth. Due to
the free surface at the wave trough and the sizeeoADV probe,
this is the upper limit in the water column. Figurg(b) is the
record measured at d=16cm, which is very clos@adbttom. As
shown, the calculation result agrees well for tppar portion of
the water column. But in the lower half, the agreenteecomes
very poor. The reason of disagreement is certairdysame as for
the differences in the wave height and it is alsee do the
improper setting of the bottom boundary conditioriEhe
differences in the initial conditions explain ththe result before
the wave breaking does not agree very well and #iab the
horizontal velocity after the wave breaking is titod same. Same
as the wave height, the amplitude is smaller than measured
one. The phase information seems to be calculaded well, so
the shape of the curve in the record looks sintdathe measured
one except the amplitude. In the trough region,disagreement
in the lower portion of the water column is notasl as that in the
pre-breaking wave.

SUMMARY

A multi-layered Boussinesq equation model and a RAtS8el

(COBRAS-UC) were tested over simplified bar-trough €ldap

beaches. The results were compared with the expetahresult

collected by Okamotet al. (2008). Both models can predict the

wave height change very well until the wave bregkimnitiates.
However, it does not agree to the experimental atia the wave

breaking initiation. The COBRAS-UC model calculates the

horizontal velocity near the free surface very wiilt it does not
agree to the experimental data in the lower seatiothe water
column.

The main reason for these differences is relatetigainknown
of the experimental velocity profile at the paddlEherefore,
future work will include the use of a 3D model tltan represent
the effective flume geometry. This will permit thalculation of a
more correct wave heights and velocities (vertasad horizontal)
at a chosen point of the flume in the zone whenflinme has
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Figure 11. COBRAS-UC and experimental results. Compariso
of time series of particle velocity (x=-150cm). @5 8 cm (up);
(b) d= 16 cm (down).
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