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A B S T R A C T

This study addresses the escalating need for energy-efficient and well-ventilated buildings by examining natural
ventilation in large spaces. Validation of a CFD model was pursued through in-site experiments at the Roman
Baths Museum in Chaves, Portugal. A sensitivity analysis aimed to determine the optimal number of monitoring
points for model validation, crucial for establishing procedures in large-volume settings. Findings emphasized the
feasibility of using a minimal number of monitored points, notably with a 3 × 3 test point arrangement,
showcasing consistent temperature variations with low relative errors (0.50 %–1.75 %). Furthermore, the
validated model assessed ventilation performance under diverse operational conditions, revealing slight en-
hancements in experimental settings, including an increase in air change rate (2.4 vs. 2.2 ACH) and a decrease in
buoyancy dominance (Richardson number 197.3 vs. 241.3) compared to design conditions. Quantitative analysis
highlighted similar temperature and velocity trends, with greater stratification in experimental conditions
(temperature ratios 0.12 to 0.36 vs. 0.10 to 0.32). Qualitative assessments align with the quantitative analysis
and enable the identification of stagnation zones and airflow distribution patterns. These findings affirm the
methods’ reliability in analysing ventilation in large spaces naturally ventilated, validating the model across
diverse contexts, despite fewer data points.

1. Introduction

In recent decades, there has been a notable increase in the utilization
of mechanical cooling systems in buildings, driven by factors such as
global warming, higher internal heat gains, widespread adoption of
unshaded glazed facades, and stricter thermal comfort requirements [1].
In response to this trend, designers are encouraged to adopt natural
ventilation (NV) strategies as a means to mitigate energy consumption
and enhance indoor air quality [2–4].

While NV systems offer sustainable benefits with lower investment
costs and no fan energy consumption compared to mechanical ventila-
tion systems [5–7], their applicability is limited in buildings with large
air volumes such as sports complexes and indoor pools. Mechanical or
hybrid ventilation solutions often become the preferred choice for such
structures, albeit at the expense of increased energy consumption
[8–12].

Extensive literature reviews have been conducted on NV, examining
its evolution, ideal configurations, experimental techniques, numerical

simulation methods, and application to sustainable buildings [4,11–22].
Understanding natural convection and its role in energy performance
and indoor air quality (IAQ) is crucial for achieving energy efficiency
targets, particularly in Nearly Zero Energy Buildings (NZEB) [23].

Efforts to enhance energy efficiency in buildings are paramount for
mitigating greenhouse gas emissions and combating climate change.
With the building sector accounting for a significant portion of global
emissions, initiatives like the Paris Agreement and the Europe Union’s
targets emphasize the importance of reducing carbon footprints [24,25].
Addressing energy poverty is also critical, as inadequate heating can
lead to health issues and social exclusion [26–28]. The literature review
[29] conducted by the authors revealed several key insights regarding
the study of NV in different spatial contexts.

Firstly, it was noted that full-scale models of normal spaces are more
commonly studied compared to large spaces. These studies typically
measure parameters such as temperature, velocity, and relative hu-
midity at various points, with measurement durations typically span-
ning weeks. However, there is variability in the number and location of
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measurement points, which impacts the accuracy of the results. Addi-
tionally, there is a lack of studies that encompass both winter and
summer seasons.

In contrast, full-scale models of large spaces are less frequently
examined, but when studied, velocity and temperature are the primary
parameters measured at selected points. Gaps were identified in terms of
the number and location of measurement points, highlighting the need
for optimization in monitoring spaces with high dimensions.

Regarding computational fluid dynamics (CFD) modelling, it was
found that turbulence models such as standard k– ε, RNG k– ε, realizable
k-ε and k-ω SST are commonly applied. For studies of large spaces, there
is a preference for category k– ε models due to their lower computational
requirements. Experimental data, particularly from small-scale models
in wind tunnels, are commonly used for model validation, with velocity
being a key validation parameter. While full-scale models are less uti-
lized for model calibration, they are still valuable for studies conducted
in controlled environmental conditions.

Overall, there is a clear need to further develop studies focusing on
large spaces, incorporating sensitivity analyses of monitoring point lo-
cations and numbers. Establishing standardized procedures for in-situ
experimentation in buildings with large air masses is crucial for ensuring
the reliability of CFD models.

To address these aspects, this study aims to validate a CFD model
suited for analysing large spaces with numerous radiators, using in-situ
experimental measurements conducted at the Roman Baths Museum in
Chaves, Portugal. The study includes a sensitivity analysis to determine
the number of monitoring points required to validate the model, aiming
to establish benchmarks that serve as inputs to assist in decision-making
for validating models of large volumes, specifically considering the
limitation in the number of available monitoring equipment and the
extensive volume of the spaces. Additionally, the study explores the
application of the validated model to assess the ventilation performance
under various scenarios with differing operational conditions. Evalu-
ating ventilation performance in large spaces naturally ventilated pre-
sents challenges due to complex air distribution patterns; therefore, the
goal is to verify if performance can be consistently assessed both qual-
itatively and quantitatively through four distinct methods.

2. Methodology

To explore natural ventilation in large spaces, it was necessary to
conduct an experimental campaign covering the entire area, allowing
the establishment of indicators for the experimental procedure needed
to validate the respective numerical models, which will be used to
evaluate/optimize natural ventilation in such spaces. Fig. 1 specifies the
two components of the methodology used in this study: the experimental
component and the numerical component. The experimental component
was divided into two measurement stages, designated as follows:

1. Control, where indoor ambient conditions were monitored, occur-
ring simultaneously with stage 2.

2. Indoor air, where air temperature and velocity are monitored at a
network of points covering the entire area of the two floors of the
thermal baths (basement and ground floor).

Meanwhile, the simulation component consisted of two stages:

3. CFD validation, where model simplifications are applied and vali-
dated with experimental data obtained in the experimental
component.

4. CFD scenarios, where the validated model is applied to two scenarios
with experimental and design operating conditions, aiming to
investigate their influence on the performance of natural ventilation.

3. Description of the Roman Baths

The experimental setup involved the Roman Baths Museum building
in Chaves, Portugal, depicted in Fig. 2(a). This building encompasses a
spacious area accommodating the Roman Baths and adjacent zones
spread across two levels: one below ground level, referred to as the
basement floor (BF), housing the pools, Fig. 2(b), and one above ground
level, referred to as the ground floor (GF), where museum visitors
circulate, Fig. 2(c).

The building’s main facade is oriented towards the southwest. Inside
the Roman Baths area, the ceiling stands at approximately 8 m high,
enclosing a total volume of about 11,600 m3. The Roman Baths space
encompasses four pools under study (Fig. 2(d)), each with distinct water
temperatures [10]: Pool B at 36 ◦C, Pool A with ambient temperatures
ranging from 10 to 20 ◦C, Water conduit at 44 ◦C, and Reservoir at 48 ◦C.
Situated at an elevation of 350 m, the building’s raised section,
measuring less than 6 m in height, is sheltered from wind by nearby
structures, categorizing it under wind exposure region A with aero-
dynamic roughness category I [10,30–32]. It falls within climatic zone
I2, V3 as per Portugal’s Building Energy Certification System [33].
Ventilation in the thermal bath area relies on pressure differentials
caused by temperature differences and wind effects through openings in
the roof and walls. The building features seven air intake openings in the
facade wall and two above the emergency exit door, all controlled by
automatic mechanisms. The project’s opening areas correspond to 5.6
m2 for the openings in the facade wall and 3.60 m2 above the emergency
exit door [30]. Additionally, there are twenty-eight ventilation grilles on
roof, each with a free area of 0.27 m2, totaling approximately 7.6 m2 of
free opening area. Heating is provided by a system of hot water radia-
tors, with a heat exchanger facilitating heat transfer between primary
and secondary circuits. The radiators, totaling 130 in number and
comprising 1038 elements, are made of die-cast and extruded
aluminium with a black finish for architectural appeal. Furthermore, the
building is equipped with a ventilation monitoring system,

Fig. 1. The two components of the methodology and their respective stages.
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incorporating probes for temperature, humidity, and wind speed both
inside and outside the building, ensuring effective operation.

According to the project specifications [30], the system operates
with an inlet temperature of 55 ◦C and an outlet temperature of 25 ◦C,
resulting in a temperature jump of 30 ◦C. The average temperature is
maintained at 40 ◦C, while room temperature is set at 18 ◦C, resulting in
a temperature difference of 22 ◦C. Each radiator element generates a
heat output (Q) of 106 W, with a total heat output (Q50 - Heat output
corresponding to ΔT = 50 ◦C (Normal Conditions)) of 321 W per
element. The system’s thermal requirements are estimated at 110 kW.

4. Experimental component

4.1. Measurement setup

The measurement setup monitored the interior conditions of the
Roman Baths. The experimental tests were conducted on January 16th
and 17th, 2024, between 7 a.m. and 12 p.m. Regarding the number and
location of measurement points, their selection was based on extensive
research work [29]. Despite the conclusions indicating that there is no
defined procedure, there are some common lines, such as using a column
to assess at various heights and considering multiple points to cover the
spaces [1,34–36].

In this study, the experimental component encompasses three stages,
as depicted in Fig. 1. The control stage involves the installation of four
probes according to Fig. 3(a) to monitor the temperature and relative

humidity of the space. Specifically, three of the points (C2 to C4) coin-
cide with the positions of three probes from the ventilation monitoring
system, as they were placed in non-visible places, close to cable support
and accessible locations. These three points are situated roughly at
ground floor level (z ≈ 3.5 m), whereas point C1 is positioned near the
centre of the basement floor, approximately 1.5 m above ground level.
Data acquisition occurred at a rate of every 5 min throughout the en-
tirety of the test days, and this phase occurs independently from the
others.

In the indoor air stage meticulous monitoring was conducted across
two critical areas: the ground floor and the basement floor. For the
ground floor analysis, a network of 11 monitoring points was strategi-
cally deployed to capture comprehensive data. Among these, seven
points were strategically positioned within the vicinity of facade open-
ings to capture airflow in the y-direction, at 1.5 m from the opening. The
remaining three points were designated to assess the impact of thermal
plumes generated by radiators, particularly in areas of the deck further
from the openings where the predominant airflow direction was z-di-
rection. Fig. 3(b) provides clarity on the exact positioning of these
monitoring points. Points 1 to 7 were situated 0.5 m from the display
counter, while the remaining points were placed 2 m from the wall. The
probes were positioned 0.5 m from the support rod to avoid interference.
However, for points 8 to 11, the distance was extended to 0.9 m above
the railing to monitor the thermal plume effect. The precise placement of
the monitoring probes is visually outlined in Fig. 3(b), with a consistent
vertical spacing of 0.5 m between probes to ensure comprehensive

Fig. 2. Roman baths museum in Chaves.
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coverage and accurate data collection.
For the basement floor assessment, an extensive approach was taken

by establishing a matrix consisting of a 5 b y 5 grid of monitoring points
(nearly 27 m × 27 m), as depicted by the dashed lines in Fig. 3(c).
Additionally, three supplementary points were strategically located in
the region behind pool B, resulting in a total of 28 monitoring points.
This meticulous selection aimed to provide extensive coverage across
the entire area of interest, facilitating a detailed analysis of the model’s
validation process concerning varying point densities. However, it’s
worth noting that due to the specific layout and features of the baths,
two points within the initial matrix proved entirely inaccessible (points
13 and 17), while five other points necessitated slight displacement
either along the x or y direction to accommodate site constraints. These
adjustments were highlighted in blue in Fig. 3(c), and correspond to
points 4, 5, 8, 10 and 22. After applying these conditioning factors, the
total number of accessible points is 26. For a visual reference of the exact
locations of all monitoring points and the detailed arrangement of the
monitoring probes, please consult Fig. 3(c). The figure illustrates the
positions of the monitoring points and the spacing of 1 m between
probes. Each probe is 0.5 m in length, ensuring optimal performance and

reliability throughout the duration of the experiment.
A temperature data logger was employed to continuously monitor

the room temperature and relative humidity under ambient conditions.
Thermo-anemometers, outfitted with hot wire probes, were utilized to
measure both the air velocity and temperature above the radiators.
Furthermore, a thermal camera with an emissivity of 0.9 was employed
to assess the temperature of the radiators. The specifications of each
measurement device are detailed in Table 1.

4.2. Measurement results

The analysis commences by scrutinizing the outdoor conditions,
focusing on the evolution of outdoor temperature and relative humidity.
For both days, the average outdoor temperature hovers around 12 ◦C,
exhibiting a marginal difference of merely 0.3 ◦C between them. Like-
wise, the average relative humidity remains constant at 67.6 %
throughout the observed period. However, delving deeper into the data
reveals that temperature fluctuations are more pronounced on January
16, 2024, compared to January 17, 2024.

During the control stage, the indoor temperature and relative

Fig. 3. Measurement points and planes/points used for experimental and CFD comparison.
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humidity conditions of the Baths were monitored at four points (see
Fig. 3(a)). Point C1 was situated approximately at the centre of the
basement floor at a height (z) of around 1.5 m, and points C2 to C4 were
located where three of the ventilation monitoring system’s probes were,
approximately at ground floor level (z ≈ 3.5 m). The average values for
the internal temperature and relative humidity for the four measure-
ment points were graphically represented in Fig. 4 and indicated that for
both days, the average temperature of the four points was approximately
25.1 and 24.4 ◦C for January 16 and 17, 2024, respectively, and the
average relative humidity corresponded to 55.6 and 55.4 %. Although
the average temperature difference was only 0.7 ◦C between two days, it
was noteworthy that the maximum average temperature was recorded
at probe C2, which was approximately 8 ◦C higher than probe C1
(located at the centre of the room), and that for probe C3, there was also
a difference from probe C1, but smaller, on the order of 5 ◦C. Probes C1
and C4 recorded very close average values. Regarding relative humidity,
it followed the temperature trends but with less pronounced variation.
Given that permanent probes located at the points of the C1 to C4 probes
control the ventilation system, it was expected that they would be
located at points where the temperature was similar among them, or in
points that were not directly influenced by heat sources. However, the
sensor location is restricted by the visual impact and cable pathways
available and the data showed that there were at least two points that
were being influenced by the air flow from heat sources and increased
the average value of indoor temperature compared to the temperature at
basement floor (z = 1.5 m).

In the indoor air stage monitoring, air temperature and velocity were
monitored in two critical areas: the ground floor and the basement floor.
For the ground floor analysis, a network of 11 monitoring points was
strategically deployed to capture comprehensive data, as depicted in
Fig. 3(b). For the assessment of the basement floor, 26 points were
monitored, in accordance with the layout shown in Fig. 3(c). Addi-
tionally, surface temperatures of the radiators installed in the Roman
Baths were recorded.

On the ground floor, temperature and air velocity were measured at
four heights (0.5, 1, 1.5, and 2 m) to assess thermal and airflow condi-
tions. Analysis of the data represented in Fig. 5(a) showed temperature
differences between heights near building openings, ranging from 2 to
4 ◦C on January 16 and 17. At 1.5 and 2 m, temperatures remained
consistent with small variations of about 0.3 ◦C. Points farther from the
facade exhibited uniform temperatures around 24 ◦C. Air velocities near
openings ranged from 0 to 0.4 m/s, decreasing significantly at 2 m
height, indicating descending airflow. In areas away from openings, the
highest velocities occurred at 1.5 m height, suggesting thermal plumes
bypassing the ground floor deck. Overall, the study reveals the intricate
relationship between thermal conditions and airflow dynamics on the
ground floor, with consistent trends.

On the basement floor, temperature and air velocity were measured
at four heights (1, 2, 3, and 4 m) at 26 points. Results presented in Fig. 5
(b) showed a consistent vertical temperature gradient with slightly
higher average values on January 16 compared to January 17, about
0.7 ◦C difference. The highest temperatures were observed at points 27
and 28, located 4 m high, near the bottom area of the baths. Velocity
measurements fell below 0.06 m/s across all elevations, making them
inadequate for CFD model validation, as these values are lower than the
measurement equipment’s uncertainty. Finally, the distribution of
average temperature over the two days of testing is depicted relative to
the locations of the monitored points in the baths (Fig. 6(a)).

CFD model validation was carried out using temperature data for the
four planes; however, a sensitivity analysis was performed on the
number of monitored points required to validate the model, aiming to
establish benchmarks for a generic procedure for validating models with
large volumes. Three scenarios were considered for this analysis: the
first scenario involves the total number of points, averaging the pa-
rameters for all 26 points; the second scenario includes 11 points (based
on a 3 × 3 grid and the two extreme points in the deepest area of the
baths); and the third scenario considers only 6 points (based on a cross
pattern, including points 1, 5, 18, 21, 25, and 27). Only the points from
the basement floor were used because they are not directly affected by
heat sources and air openings, ensuring a more representative validation
of the internal conditions.

From the analysis of the average temperatures for each plane over
the two days of testing, as shown in Table 2 and Fig. 6(b), relative errors
are observed in the scenarios of 11 and 6 points compared to the more
accurate scenario with 26 points, ranging between 0.5 % and 0.8 % for
the 11-point scenario and between 1 % and 1.75 % for the 6-point
scenario. With such low relative errors (less than 5 %), we can draw
some conclusions. It was found that in this type spaces with large
naturally ventilated air masses, temperature variations at a certain
height plane are practically constant. Therefore, using a reduced number
of points does not significantly affect the average temperatures on that
plane. This suggests that the validation process may be independent of
the number of points, allowing us to optimize the number of experi-
mentally monitored points required to validate the model in such
environments.

In this regard, it is proposed that the testing procedure for large

Table 1
Specifications of measuring equipment.

Equipment Range Uncertainty Resolution

Min Max

Humidity and
temperature
data logger

Humidity (%) 0 100 ±1.5 0.01
Temperature
(◦C)

− 30 70 ±0.2 0.01

Thermo-
anemometers
(Hot wire
probe)

Velocity (m/
s)

0.3 35 ±(0.1 m/s +
1.5 % of mva)
(0.3–20 m/s)
±(0.2 m/s +
1.5 % of mva)
(20–35 m/s)

0.01

Temperature
(◦C)

− 20 70 ±0.5 0.1

Thermal Camera Temperature
(◦C)

0 350 – 0.1

a mv corresponds to the measured value.

Fig. 4. Indoor temperature and relative humidity average for the control stage (to locate C1 to C4, refer to Fig. 3(a)).
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naturally ventilated spaces defines test points in a 3 × 3 matrix,
selecting the main area of the space and collecting points at the four
corners of each side, as well as the central point. Additionally, one or
more points should be included in different zones that do not fit the
square geometry of the space. Moreover, the main matrix should be
about 5 m away from the heat sources of the walls, ensuring that we are
validating the model within the current zone of interest.

5. CFD simulation

5.1. CFD methodology

The numerical component described in Fig. 1 encompasses two
stages, both of which involve conducting Computational Fluid Dynamics
(CFD) simulations utilizing the STAR-CCM + software. This software
employs the finite volume method (FVM) to solve the fundamental
equations governing fluid mechanics and heat transfer. The CFD meth-
odology, outlined in Fig. 7, was applied in two steps to create a validated
operational model that demands low computational resources. This
model was utilized to evaluate heat transfer from water to the radiator
and from the radiator surface to the environment, specifically consid-
ering natural convection buoyancy (plume) induced by the heated
radiator surfaces. The methodology relies on a simplified model well-
suited for analysing large air volumes while accurately predicting
thermal plumes. Its efficacy has been demonstrated in prior research

[37].
In Step 1, two parallel models were constructed. Firstly, a 1/2-

Element Model of the radiator was developed, encompassing all three
regions (liquid, solid, and gas). To ascertain the convection coefficient
(h) within the desired operational range, a minimum of six simulations
are conducted. This coefficient is then interpolated for all conditions
within the specified range. Additionally, viscous, and inertial resistance
coefficients (Kv and Ki) were derived, representing characteristics of the
porous media. Secondly, a 1-Element Model of the radiator was created,
focusing solely on the solid region. The model underwent a temperature
variation process to determine the material’s equivalent conductivity in
each direction. Subsequently, this conductivity data was integrated into
the simplified model.

In Step 2, a Simplified Model was developed employing a porous
media (PM) approach to represent the 130 radiators. This model in-
corporates the properties determined in Step 1. The results obtained
from this Simplified Model were then compared with the experimental
results. If the discrepancy between these results is less than 10 %, the
process is considered complete, and the model is deemed operational for
conducting sensitivity studies and developing more effective strategies
for managing natural ventilation in spaces with large masses of air and
without controlled environmental conditions.

Fig. 5. Temperature and velocity at monitoring points for the indoor air stage.
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5.2. Models and governing equations

The investigation addressed the problem by employing governing
equations for three-dimensional, turbulent flow and incompressible
fluid. Heat transfer within the radiator’s water channels occurred
through forced convection as hot water circulated, subsequently con-
ducting heat through the radiator panels and warming the surrounding
air. The Boussinesq approximation was utilized to model natural con-
vection airflow, while radiation heat loss was accounted for using the
surface-to-surface (S2S) model. Unsteady-state models were employed
in the study, utilizing a time step of 0.01 s.

The equations of mass conservation, linear momentum conservation,
and energy conservation in enthalpy form [38] were solved using the
SIMPLE algorithm (Semi-Implicit Method for Pressure Linked Equa-
tions). The mass and momentum equations were independently solved,
and pressure was corrected based on a predictive-corrective model.
Upon discretizing the domain, the software solved these equations by

integrating over the control volume. Turbulence effects were accounted
for through the RANS model, employing the Realizable k-ε Two-Layer
turbulence model. This model solved two equations—one for turbu-
lent kinetic energy and another for turbulence dissipation rate. Within
this framework, the flow was treated as fully turbulent, rendering the
effects of molecular viscosity negligible due to turbulent diffusion.

The radiator’s complex geometry was simplified using a porous
media (PM). PM, was defined as a solid allowing fluid passage, facili-
tated governing flow and heat transfer by replacing the radiator and
modifying equations. This model was based on Darcy-Forchheimer’s
law, distinguishing between two resistances: viscous (from friction-
induced stresses) and inertial (from flow profile) [39]. Solid porosity,
characterized by Equation (1), was crucial for solving flow and heat
transfer equations in PM (Equations (2) and (3)) [38]. The software used
offers two porous media energy models: equilibrium and
non-equilibrium. The equilibrium model assumes fluid and solid tem-
peratures in porous media are equal, suitable for fast thermal response
times and instantaneous heat exchange. Conversely, the
non-equilibrium model considers independent fluid and solid tempera-
tures, simulating situations with slower thermal response times and
significant thermal imbalances. In this study, the non-equilibriummodel
was chosen for better representing reality, distinguishing between
phases while maintaining respective properties.

χ =Vf

V
(1)

∂χρ
∂t

+∇⋅(ρχv) = 0 (2)

∂χρv
∂t

+∇ ⋅ (ρχvv)= − χ∇p+∇⋅(χT) − χPvvs − χPi|vs|vs (3)

Fig. 6. Overview of temperature distribution on the basement floor and model validation sensitivity analysis.

Table 2
Average temperature on the basement floor at four heights (z) in [◦C] for the
indoor air stage.

Planes

z = 1 m z = 2 m z = 3 m z = 4 m

28 points 22.4 22.7 22.7 23.0
11 points 22.6 22.9 22.9 23.2
6 points 22.6 22.9 23.0 23.4
RE (11 points) [%]a 0.85 0.76 0.62 0.52
RE (6 points) [%]a 1.11 1.07 1.02 1.66

a RE is the relative error considering the data from the 28 points as the most
accurate value.
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Fig. 7. CFD methodology.

Fig. 8. Dimensions and geometrical details of the computational domains for Step 1 and Step 2.
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where Vf is the volume that is occupied by the fluid, V is the total vol-
ume, v is the physical velocity, T is the stress tensor, Pv and Pi is the
viscous and inertial resistance tensor, vs is the superficial velocity, vs =

χ v.
In summary, the implementation of the porous media required prior

knowledge of several parameters: the heat transfer coefficient, ht, the
interaction area between the phases, A, the material’s equivalent con-
ductivity, keq, the water temperature profile, and the resistance of the
porous media (Pv = μ/Kv, Pi = ρ/Ki). For further details, it is advisable
to refer to the referenced study [37]. Additionally, the determination of
the heat transfer coefficient utilized Equation (4) in conjunction with the
simulation outcomes from Step 2 employing the 1/2-Element Model in
the CFD methodology. Moreover, the simplified temperature profile of
the water, varying with height (coordinate z), was derived based on the
inlet and outlet temperatures, expressed in Equation (5).

ht =
q

AsLMTD
with LMTD=

(
Ts − Tair,out

)
−
(
Ts − Tair,in

)

ln

(

(Ts − Tair,out)
(Ts − Tair,in)

) (4)

T(z)=
Ti − To

H
⋅z + To (5)

where q is the heat flux rate, As is the surface contact area, LMTD is the
Logarithmic Mean Temperature Difference, and z is the vertical coor-
dinate.

5.3. Computational domain, boundary conditions and grid

This section describes the computational domains used in the two
steps outlined in Fig. 7. For Step 1, the computational domains of the
1/2-Element Model and 1-Element Model were detailed in Fig. 8(a) and
(b). For Step 2, the Simplified Model, representing the Roman Baths
Museum with porous media, was depicted in Fig. 8(c). The dimensions
of this Simplified Model were based on the Roman Baths Museum of
Chaves. However, due to its large-scale nature (exceeding 10,000 m3),
certain geometric simplifications were necessary during model
development.

In the model, all technical and service areas from the ground and
basement floors were excluded, resulting in the consideration of only six
ventilation grilles on the building facade. A consistent ceiling height was
maintained throughout the building. The ventilation grilles were
modelled in detail but rather treated as porous surfaces with the defi-
nition of viscous and inertial resistance coefficients (Kv and Ki). The use
of this type of surface ensures the versatility of the model when con-
ducting simulations where the opening of the grilles varies. For the
Roman Baths, a value of viscous and inertial resistance coefficients (Kv

and Ki) of 3.94× 10− 5 and 0.16, respectively, was considered [40].
Geometric simplifications were made to beams and other elements with
multiple cutouts, and guardrails were omitted to streamline the
modelling process. Radiators were placed 110 mm from the rear wall,
with lower radiators at 800 mm above the floor and taller ones at 1200
mm. Air openings in the ceiling received detailed attention, with
benches modelled to facilitate lateral air exhaust rather than just verti-
cal. Regarding the pools (pool A, pool B, reservoir and water conduit),
they were treated as surfaces with specific temperatures and a specific
evaporation rate. Based on the ASHRAE definition [41] and the study by
Smedegård, Aas, Stene and Georges, 2022 [42], the calculation of the
evaporation rate considers the activity factor and is conducted using
Equation (6).

ṁevap =4 ⋅ 10− 5 ⋅ Apool ⋅ Fact ⋅(pw − pa) (6)

where ṁevap is the evaporation rate [kg/s], Apool is the area of pool sur-
face [m2], pw is the saturation vapor pressure taken at surface water
temperature [kPa], pa is the saturation pressure at room air dew point

[kPa] and Fact is the activity factor [− ], which, in the case of the Roman
Baths, is equal to 0.5, as it corresponds to the baseline (pool unoccupied)
condition [41].

Considering these factors, Table 3 outlines the specific boundary
conditions applied in each simulation. The Roman Baths’ surroundings
were treated as walls, and all exterior openings were modelled as
pressure outlet conditions to ensure proper flow. The domain di-
mensions were approximately 43 m in length, 38 m in width, and 9 m in
height. The simulation coordinate system matched the experimental
reference frame, with gravitational force applied in the negative z di-
rection at 9.81 m/s2. Emissivity values for room walls and radiator
panels were set at around 0.9 [43]. The thermal properties of materials
employed in the CFD models are summarized as follows: for gases, air
has a density of 1.18415 kg/m3, dynamic viscosity of 1.86 ⋅10− 5 Pa.s,
specific heat of 1003.6 J/(kg.K), and thermal conductivity of 0.03
W/(m.K). Solid materials are represented by aluminium, with a density
of 2730.0 kg/m3, specific heat of 893.0 J/(kg.K), and thermal conduc-
tivity of 163.0 W/(m.K). In the case of liquids, water has a density of
977.7 kg/m3, dynamic viscosity of 0.0004 Pa s, specific heat of 4181.7
J/(kg.K), and thermal conductivity of 0.6 W/(m.K) [44,45].

In both stages of the methodology, an isotropic mesh with polyhedral
elements was utilized to delineate control volumes, aiming to minimize
the required number of elements for domain discretization. The mesh
dependency study was grounded in the investigation conducted by the
authors in a previous study [37], wherein the dependency was initially
assessed for the 1/2-Element Model and subsequently applied to an
installation with two radiators.

In the mesh study of the 1/2-Element Model, four meshes were
examined: Mesh 1 (coarser), Mesh2, Mesh 3, andMesh4 (finer), with cell
sizes in the radiator region corresponding to 7.5 mm, 5mm, 3.5 mm, and
2.5 mm, respectively. It was observed that from Mesh2 onwards, the
relative error for outlet water temperature and radiator heat output fell
below 0.03 % and 1 %, respectively. Two meshes, resembling the
characteristics of Mesh2 and Mesh4, were generated for the model with
two radiators (including all radiator details and three physics: solid,
water, and air). The results revealed that when comparing outlet water
temperature and radiator heat output using cells of 5 mm and 2.5 mm,
with 18M cells and 58M cells, respectively, the relative error between
the two meshes was below 0.5 % for both parameters. The finer mesh
was deemed more accurate, and its values were used for calculating
relative error. Given the reduced relative error and lower computational
time, the mesh with Mesh2 characteristics was applied to the Simplified
Model of the Roman Baths. Based on Mesh2, two meshes were defined
for the Roman Baths: one with approximately 80M cells and another
with 42M cells. Both meshes maintained the Mesh2 characteristics for
porous media and inlets/outlets but varied the refinement blocks’ size
and direction around the radiators. The number of cells was reduced by
about 48 %, significantly decreasing computation time, while the dif-
ference in radiator heat output was less than 1 %, that indicating mesh
independence. The final mesh used in the simplified simulation model
for the Roman Baths of Chaves is presented in Fig. 9.

5.4. Methodology implementation and model validation

In CFD, achieving simulation convergence entails overseeing re-
siduals and observing the surface temperature of radiators/porous
media and heat output. While there’s no universally accepted conver-
gence evaluation method, all simulations showed a progressive decline
in residuals until stabilizing, signifying convergence. Notably, employ-
ing the unsteady-state model with a time step of 0.01 s significantly
decreased residuals by 3–5 orders of magnitude.

The CFDmethodology outlined in Fig. 7 involves twomain steps. The
first step defines a simplified numerical model, while the second step
compares obtained results with experimental data. Experimental values
for comparison were obtained under conditions of thermal equilibrium
and correspond to identical conditions as the numerical results,
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mitigating potential measurement errors. The study includes analysis of
heat transfer rate and temperature at experimental planes. Resistance
coefficients were determined through six simulations using the 1/2-
Element Model, with varying temperature and water inlet flow rate
combinations. Numerical points were plotted on a curve to calculate
resistance coefficients, neglecting top effects of the radiator’s geometry.
When analysing data with air density at 1.2068 kg/m3 and viscosity at
1.86× 10− 5 Pa-s, specific coefficients were derived for the radiator type:
an inertial coefficient (Ki) of 2.17 and a viscous coefficient (Kv) of 1.95×

10− 3. These coefficients indicate that flow resistance mainly stems from
porous media geometry and density, rather than fluid viscosity, due to
the low density of the porous media (porosity of 0.75). Detailed calcu-
lations can be found in Ref. [37]. Heat transfer coefficients (h) were
calculated from six simulations (Table 4) and subsequently utilized to
establish coefficients for experimental conditions. To validate the model
of the Roman Baths, average values obtained from two days of testing

were employed, resulting in an average water inlet temperature of
53.2 ◦C. This corresponds to a heat transfer coefficient of 9.2 W/m2K
through interpolation, at a flow rate of 0.0313 m3/h. In the 1-Element
Model simulation, the radiator’s equivalent conductivity (keq) was
established as 15.28 W/mK in the x-direction. Furthermore, the inter-
action area density was computed as 494.6/m, and the porosity of the

Table 3
Simulations characteristics and boundary conditions.

1/2-Element Model 1-Element Model Simplified Model

Radiator element Detailed 1/2 1 –
Simplified – – 1038

Materials Gas x – x
Solid x x –
Liquid x – –
Porous media – – x

Boundary conditions Gas Front surface Pressure outlet – Wall
Lateral surfaces Symmetric –
Other surfaces Wall - Adiabatic –
Openings – – Pressure outlet (pressure jump porous)
Pools – – Wall passive scalar (specified flux)

Solid Front and Back surfaces Wall Wall - Temperature –
Lateral surfaces Symmetric Wall - Adiabatic
Other surfaces Wall

Liquid Inlet Mass Flow Inlet –
Outlet Outflow –

Porous media Volume – Porosity
Interaction area
Kv,Ki

Interfaces Gas-Solid All surfaces Mapped contact – –
Liquid-Solid All surfaces
Gas-PM Front and Back surfaces – Baffle

Other surfaces Internal

Fig. 9. Mesh of the simulation Simplified model for the Roman Baths of Chaves, providing an overview, as well as XY and XZ plane views, and a detailed view near
the heat sources.

Table 4
Heat transfer coefficient (W/m2K).

Flow rate of each element (m3/h) Inlet temperature (◦C)

75 55 35

0.0313 9.4 8.4 7.1
0.0063 10.7 9.8 8.5
0.0018 12.0 11.2 10.0

R. Mateus et al. Building and Environment 266 (2024) 112077 

10 



porous medium was determined to be 0.75.
After determining parameters Kv, Ki, h and keq, Step 2, which in-

volves the simplified model, commenced for the Roman Baths of Chaves.
In this stage, all boundary conditions specified in Table 3 were defined.
Particularly for the pool boundary conditions, the average water surface
temperatures recorded during the monitoring period were considered,
corresponding to 30.6 ◦C for Pool B and 30.6 ◦C for Pool A, water
conduit, and reservoir, which are all at room temperature. Considering
these characteristics, the respective evaporation rates were determined
using Equation (6), yielding approximately 6.1× 10− 3, 1.8× 10− 3,
2.5× 10− 4, and 1.7× 10− 4 kg/s for Pool B, Pool A, water conduit, and
reservoir, respectively. Subsequently, after defining the entire simplified
model, its simulation was initiated.

As referred to in Section 4.2, the validation of the model was con-
ducted by comparing the experimental results presented in Table 2 with
the average temperature values obtained in the simulation for the cor-
responding constrained planes, which correspond to the area covered by
the experimentally monitored points and can be seen in Fig. 3(c).
Despite the non-stationary nature of the calculation, the level of un-
steadiness is very low. Therefore, all velocity and temperature fields
(and others) are instantaneous fields, but very close to time-averaged
fields. Based on the analysis of these results, presented in Table 5, it is
observed that the relative error between the experimental data with 26
points and the CFD model results ranges between 2.0 % and 4.23 %,
allowing us to conclude that the model is correctly validated since these
values are much lower than the 10 % commonly used in CFD model
validation for engineering purposes in complex systems.

The examination of temperature values at five specific points, as
shown in Fig. 3(d), can be conducted alongside the average temperature
analysis for the planes at four heights, as indicated in Table 6. The
validation data for the CFD model suggests generally good accuracy,
with relatively low errors at most points. At Point 1, the errors range
from 4.8 % to 6.2 %, and at Point 5, from 3.9 % to 5.7 %, indicating a
slight increase at the higher elevations. Point 3 shows a strong correla-
tion, with errors between 2.2 % and 4.1 %, which may support the
model’s robustness. Point 2, while exhibiting slightly higher errors of
7.5 %–9.1 %, still demonstrates acceptable performance, which could be
related to challenges in experimental monitoring in that area. Overall,
most relative errors remain below 10 %, suggesting the CFD model’s
effectiveness.

Additionally, when examining scenarios with 11 and 6 experimen-
tally monitored points (Table 2), it was observed that the relative error
varied between 1.22 % to 3.70 % and 0.96 %–2.53 %, respectively.
However, it’s crucial to acknowledge the cumulative impact of reducing
the number of monitored points on the average experimental values, as
elaborated in Table 5. This cumulative effect results in a maximum
relative error ranging from 2.07 % to 4.21 %. This underscores the
importance of employing a minimal number of experimentally

monitored points to effectively validate the model, as previously sug-
gested in Section 4.2 for large naturally ventilated spaces.

In line with the proposal for large naturally ventilated spaces, vali-
dating the CFD model necessitates monitoring experimentally defined
test points arranged in a 3 × 3 matrix. This involves selecting the pri-
mary area of the space and positioning points at the four corners of each
side, as well as the central point. Additionally, supplementary points
should be placed in areas that deviate from the square geometry of the
space, at four heights within the space.

It is important to note that the validation was based on temperature
parameters, as the monitored velocities on the basement floor recorded
average values below 0.06 m/s at heights of 1, 2, 3, and 4 m. According
to the accuracy of the measurement equipment, this is effectively
considered 0 m/s, making it unfeasible to use this data for model
validation, which is characteristic of naturally ventilated spaces [29].
Additionally, relative humidity was used as a parameter for model
validation, with measurements taken at specified points, as shown in
Fig. 3(a).

This section also covered the simplification of pools in the CFD
model. As previous outlined, pools were modelled with passive scalar
wall boundary conditions, specifying their temperature and evaporation
rate (Equation (6)). To validate this simplification, we analysed planes
that intersected the pool at x= 14.5m and y= 16.8m (see Fig. 3(d)). The
analysis considers the passive scalar, representing the concentration of
water vapor in kg/m3, accounting for the flux imposed in the boundary
condition. However, for a more comprehensive analysis and to
complement the model validation, this quantity was reflected in terms of
relative humidity, RH [%] (Equation (7)), through the application of
psychrometric equations [46].

RH=
ps

pws
(7)

where ps is the vapor pressure [kPa], given by Equation (8), and pws is
the saturation vapor pressure [kPa], given by Equation (9).

ln(pws)=
C1

T
+C2 +C3T +C4T2 +C5T3 +C6T4 + C7 ln (T) (8)

where T is the air temperature [K] and the constants are: C1 = −

5.8002206× 103, C2 = 1.3914993, C3 = − 4.8640239× 10− 2, C4 =

4.1764768× 10− 5, C5 = − 1.4452093× 10− 8, C6 = 0, and C7 =

6.5459673.

ps =
C × R × T

M
(9)

Table 5
Relative errors from the CFD model validation of average temperatures at four
heights (z).

Planes

z = 1m z = 2m z = 3m z = 4m

CFD temperatures [◦C] 22.8 23.4 23.7 24.0

RE [%]a 28 points 2.08 3.05 4.02 4.23
11 points 1.22 2.28 3.37 3.70
6 points 0.96 1.96 2.97 2.53

Cumulative RE [%]b 11 points 2.07 3.03 4.00 4.21
6 points 2.07 3.03 3.99 4.19

a RE is the relative error considering the data from the 26 points as the most
accurate value.
b Cumulative RE is the sum of the relative errors compared to the CFD data

and the number of experimental points to determine the plane average, as shown
in Table 2.

Table 6
Relative errors from the CFD model validation of temperatures at five specific
points and four heights (z). For the location of the points, see Fig. 3 (d).

Points Planes

z = 1m z = 2m z = 3m z = 4m

1 Experimental 22.3 22.6 22.8 23.0
CFD 23.4 23.7 24.0 24.5
RE (%)a 4.8 4.9 5.3 6.2

2 Experimental 22.0 22.4 22.3 22.3
CFD 23.7 24.0 24.2 24.3
RE (%)a 7.5 7.5 8.6 9.1

3 Experimental 22.8 23.2 23.1 23.1
CFD 23.6 23.7 23.8 24.0
RE (%)a 3.5 2.2 2.9 4.1

4 Experimental 22.6 22.8 22.8 23.2
CFD 23.4 23.6 23.9 24.2
RE (%)a 3.8 3.4 4.7 4.2

5 Experimental 22.2 22.6 22.6 23.0
CFD 23.1 23.5 23.9 24.4
RE (%)a 3.9 4.1 5.7 5.7

a RE is the relative error considering the experimental data as the most ac-
curate value.
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where C is the concentration of water vapor [kg/m3], R is the ideal gas
constant (8.314 J/(molK)), and M is the molar mass of water (18.015 g/
mol).

Through the analysis of Fig. 10, it is evident that the relative hu-
midity serves as a crucial complementary parameter for validating the
model. The highest relative humidity value occurs in the area above Pool
B (see Fig. 3(d)), reaching approximately 70 %, which is expected due to
its larger area and higher water temperature compared to the other
pools. As anticipated, this maximum value surpasses the experimentally
recorded relative humidity at point C1 during the control test, which is
the closest point to Pool B. The average relative humidity over the two
test days, around 66 %, further supports the consistency between nu-
merical predictions and experimental results. These findings not only
validate the numerical simulations but also highlight the significant
impact of pool characteristics on indoor humidity levels.

Moreover, a detailed examination of Fig. 10(a) reveals a notable
decrease in relative humidity with increasing building height (z-direc-
tion), showing a reduction of about 10 % between the z = 1 m and z = 6
m planes above the four pools. Fig. 10(b) and (c) provide further evi-
dence of these trends, clearly illustrating the differences in relative hu-
midity between Pool B and Pool A (as shown in Fig. 3 (d)). This contrast
is particularly influenced by the surface temperatures of the pools, with
Pool B reaching approximately 31 ◦C and Pool A maintaining around

22 ◦C. In summary, while areas with relatively high humidity levels
(above 60 %) have been identified, the average relative humidity within
the thermal baths typically ranges from 25 % to 40 %. These lower
humidity levels can be attributed to the heat sources and natural
ventilation facilitated by the designed system, which effectively ad-
dresses the humidity issues identified during the initial phases of the
Roman Baths museum’s rehabilitation [10].

6. Natural ventilation performance

After validating the model, the objective was to explore its potential
for assessing ventilation performance across various scenarios where
operational conditions vary. The analysis includes scenarios considering
two different operating conditions, referred to as experimental and
design. These terms are used to distinguish the specific parameters for
each scenario, but they simply represent different points of operation for
the installation. For design conditions, the temperatures for the outdoor
air, the radiators’ inlet, Pool A, Pool B, water conduit, and reservoir are
9.4, 55, 20, 36, 44, and 48 ◦C, respectively, while for experimental
conditions, these temperatures are 12.0, 53, 22, 31, 22, and 22 ◦C,
respectively.

Evaluating ventilation performance in large space naturally venti-
lated poses challenges due to air distribution patterns, so the goal is to

Fig. 10. Relative humidity maps resulting from the contribution of pools in the simplified model of the Roman Baths.
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verify if performance can be coherently assessed both qualitatively and
quantitatively through four distinct methods: analysis of Air changes per
hour (ACH), application of the Richardson number in two variants,
analysis of vertical temperature and velocity profiles, and examination
of temperature and velocity contour maps, including a statistical anal-
ysis of the map data. These analyses are based on the numerical results
presented in Figs. 10–15, which indicate an average indoor temperature
of approximately 24.8 ◦C and a radiators power of about 124 kW for the
experimental conditions, and around 24.7 ◦C and 115 kW for the design
conditions.

Air changes per hour are typically used to evaluate ventilation per-
formance, with the calculation based on airflow rates at the outlets. The
experimental conditions showed an air change rate of 2.4 ACH,
compared to 2.2 ACH for the design conditions, indicating a higher
renewal rate under experimental conditions. Both conditions meet the
minimum legislative requirement of 0.54 ACH [10], yet this assessment
does not provide insight into the efficiency of air distribution within the
space.

Literature review identified the use of the Richardson number (Ri) to
estimate the ratio of buoyancy to inertial forces influencing natural

ventilation [47–50]. When Ri ≪ 1, forced convection prevails;
conversely, when Ri ≫ 1, natural convection dominates. At Ri = 1, both
convection effects exhibit equal intensity. The Richardson number is
defined as the ratio of the Grashof number (Gr) to the square of the
Reynolds number (Re) [47–50]. The Richardson number is estimated
according to Equation (10).

Ri=
g β (Ti − To)H

u2 (10)

where g is the gravity [m/s2], β is the thermal expansion coefficient [1/
K], u is the average internal velocity [m/s], and Ti is the average internal
temperature [◦C], H is the characteristic height of the space [m] and To
is the outdoor temperature [◦C].

In the present study, experimental conditions yielded a Richardson
number (Ri) of 197.3, while for design conditions, Ri was 241.3.
Initially, as both Ri values are significantly greater than 1, it can be
observed that natural convection dominates, as Richardson number is an
indicator of the predominance of buoyancy over inertia in an airflow.
However, when Ri values are in the very high range, this suggests that
buoyancy effects are extremely dominant. Nevertheless, for efficient

Fig. 11. Analysis of stratification, through profiles for 5 points located according Fig. 3(d).
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Fig. 12. Temperature maps in the XY plane for different heights inside the Roman Baths.
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natural ventilation, a balance between buoyancy and inertia is desirable.
Very high Richardson numbers indicate that the flow is strongly influ-
enced by thermal stratification, which may result in less mixing and,
consequently, less effective ventilation. Upon direct analysis, both
conditions result in high Ri values, yet for experimental conditions, the
value is approximately 20 % lower, suggesting a slightly better contri-
bution of inertia compared to design conditions. Therefore, experi-
mental conditions may lead to slightly better natural ventilation than
design conditions because the lesser dominance of buoyancy will allow
for a bit more mixing and air movement. These values are in the same
order of magnitude as those determined in the boiler house study [47],
where Ri was 121.5. According to the authors, this value suggested that
the specified operational conditions for the aviary produced a domi-
nance of thermal buoyancy that could be affecting internal airflow.
However, they did not comparatively determine this to other ventilation

scenarios.
So, Ri was calculated based on indoor velocity and indoor temper-

ature, this number has been considered in the literature taking into ac-
count the surface temperature of heat sources and the outdoor velocity,
according to Equation (11) [48,49]. According to study [49], at Ri> 1.6,
the flow in and around the downstream workshop changes from
wind-driven to buoyancy-driven. The indoor pollutant concentration
reaches a steady state for Ri = 4.8.

Ri=
g β
(
Tw − Tref

)
H

U2
ref

(11)

where Tw represents the surface temperature of the heat source in the
downstream workshop, Tref is the reference temperature of the outdoor
air, and Uref is the reference wind speed, parameterized with a value of
1.7 m/s according to the annual average wind speed in Chaves [51].

Fig. 13. Temperature maps in the YZ and XZ planes (see Fig. 3(d)).
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The analysis between experimental and design conditions reveals a
difference in the Richardson numbers (Ri) obtained from Equation (11),
with values of 2.7 and 2.4, respectively. This approximately 9 % vari-
ation in Ri can be justified by considering more extreme conditions
during the design phase. Specifically, a lower Ri in the design (2.4)
compared to the experimental value (2.7) suggests that the design ac-
counts for scenarios with less buoyancy dominance and a greater rela-
tive influence of inertial forces, such as winds or additional air
movements. This adjustment is typical in designs that need to ensure
ventilation effectiveness across a wider range of operational conditions,
including those with lower outdoor temperatures and higher pool water
temperatures, which may intensify the impact of inertial forces. In this
interpretation, it means that ventilation corresponding to experimental
test conditions performs slightly better than for design conditions,
corroborating the analysis and interpretation of indoor conditions

through the determination of Ri based on Equation (10). Additionally,
these conditions correspond to the case with higher ACH.

Considered profiles in the z-direction for points 1 to 5, as depicted in
Fig. 3(d). The selected profiles for analysis were based on the method
proposed to validate the model, for the case with the fewest number of
points. These profiles encompass points throughout the height of the
Roman Baths. The profiles are presented in Fig. 11(a) and allow for
quantitative evaluation of stratification, and consequently, air distri-
bution within the space. Comparing the profiles reveals that the evolu-
tion of both temperature and velocity at the 5 points is similar for both
experimental and design conditions; however, the greatest differences
were recorded for temperature profiles at points 1 to 3. Nonetheless,
variations were observed in the absolute values of temperature and
velocity. To quantify the stratification between conditions, the ratio of
the temperature or velocity difference between the highest and lowest

Fig. 14. Velocity vector maps in the YZ and XZ planes (see Fig. 3(d)).
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Fig. 15. Velocity maps with contour lines and velocity streamlines (see Fig. 3(d)).
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points in the z-direction to the total height of the Roman Baths building
was determined. These ratios for each point are presented in Fig. 11(b).
The figure shows the temperature and velocity differences across the
entire height, from top to bottom, at each point. For temperature in
experimental conditions, the ΔT/H ratio was 0.32, 0.12, 0.34, 0.33, and
0.36 for points 1 to 5, respectively, and for design conditions, it was
0.24, 0.10, 0.30, 0.31, and 0.32 for points 1 to 5, respectively. Analysis
of these results indicates that for experimental conditions, the ratios
range from 0.12 to 0.36. Point 2 has the lowest ratio (0.12), indicating a
lesser temperature difference along the height at that specific point.
Points 1, 3, 4, and 5 have ratios above 0.3, suggesting greater stratifi-
cation. For design conditions, the ratios range from 0.10 to 0.32. Simi-
larly, point 2 has the lowest ratio (0.10). The other points have ratios
above 0.2, with the highest value being 0.32 at point 5. Comparing
experimental and design conditions, it is observed that at points 1 and 2,
the experimental condition exhibits greater stratification compared to
the design condition, with values of 0.32 versus 0.24 at point 1 and 0.12
versus 0.10 at point 2, with the difference being more pronounced at
point 1. At points 3 to 5, the experimental and design conditions display
similar stratification values; however, the experimental condition
generally has slightly higher values, suggesting slightly greater stratifi-
cation. Upon further analysis, point 2 exhibits the least stratification in
both conditions, indicating that this location is associated with an area
of the building where temperature is more uniformly distributed verti-
cally due to reduced influence from heat sources and building openings.
Overall, the experimental condition tends to show greater stratification
compared to the design condition, possibly because real conditions
incorporate factors that increase vertical temperature variation.

For velocity, in experimental conditions, the Δu/H ratio was 0.0023,
0.0186, 0.0330, 0.0116, and 0.0267 for points 1 to 5, respectively, and
for design conditions it was 0.0007, 0.0080, 0.0305, 0.0102, and
0.0370, respectively. Analysis of these results indicates that for experi-
mental conditions, the ratios range from 0.0023 to 0.0330. Point 1 has
the lowest ratio (0.0023), indicating minimal velocity difference along
the height. Point 3 has the highest ratio (0.0330), suggesting greater
stratification. For design conditions, the ratios range from 0.0007 to
0.0370. Point 1 again shows the lowest ratio (0.0007), while point 5 has
the highest ratio (0.0370), suggesting greater velocity stratification at
this specific point under design conditions. When comparing velocity
ratios between experimental and design conditions, there is variation in
values at different points. At points 1 and 2, the experimental condition
exhibits higher ratios compared to the design condition, being 0.0023
versus 0.0007 at point 1 and 0.0186 versus 0.0080 at point 2, indicating
greater vertical air velocity variation under experimental conditions,
with the difference being more pronounced at point 2. At points 3 to 5,
the values are closer between conditions, with the experimental condi-
tion showing a slightly higher ratio at point 3 (0.0330 vs 0.0305) and
point 4 (0.0116 vs 0.0102), while at point 5, the design condition has a
higher value (0.0370 vs 0.0267), suggesting greater air velocity strati-
fication at this point. Upon closer analysis, point 1 shows the lowest ratio
in both conditions, indicating less vertical variation in air velocity at this
point, reflecting a more uniform distribution. However, point 5 under
design conditions exhibits the highest ratio, suggesting greater vertical
variation in air velocity, possibly due to specific design factors not
replicated in the experimental condition. Overall, the experimental
condition tends to show higher air velocity ratios.

To further understand the variability in temperature and velocity,
the standard deviations at different heights were also analysed. For
temperature, the standard deviations at Point 1 were 0.83 for experi-
mental and 0.72 for design conditions, indicating greater variability in
the experimental condition. At Point 2, the deviations were 0.39 and
0.38, respectively, showing little difference. Point 3 had deviations of
1.13 (experimental) and 0.95 (design), Point 4 had 1.03 (experimental)
and 0.96 (design), and Point 5 had 0.83 (experimental) and 0.67
(design), all indicating higher variability in the experimental condition.
For velocity, the standard deviations were similar across conditions at

most points: 0.07 and 0.06 at Point 1, 0.10 for both at Point 2, 0.10 and
0.08 at Point 3, 0.09 and 0.11 at Point 4, and 0.08 for both at Point 5.
This suggests that while the temperature variability is generally higher
in experimental conditions, the velocity variability is more consistently
replicated in the design model.

With these results, it can be concluded that experimental conditions
reveal greater stratification for both temperature and velocity parame-
ters, while design conditions exhibit stratification of lesser magnitude.
Although capturing the general trends, design conditions possibly
represent more extreme conditions than experimental conditions.

From a qualitative perspective, and to consider air distribution pat-
terns, contour maps for temperature are analysed in XY planes (Fig. 12)
and in YZ and XZ planes (Fig. 13), to visualize temperature distribution
at different heights, and vector maps in YZ and XZ planes (Fig. 14), to
observe air flow direction andmagnitude. The XY planes were defined to
correspond to the experimental planes, while the remaining ones cover
the entire height of the Roman Baths. The YZ and XZ planes were defined
according to the specifications in Fig. 3(d), considering the definition of
the experimental point mesh.

Analysing stratification for experimental conditions (Fig. 12(a)), it is
observed that temperature distribution remains relatively uniform up to
a height of 3 m (z level). At this height, thermal exchange and air cir-
culation appear to be efficient, resulting in minimal vertical temperature
variation. However, above 3 m, an increase in temperature range is
noted, particularly near the heat sources. This pattern suggests that
thermal plumes generated by the heat sources do not disperse evenly,
leading to local temperature elevation and consequently, greater ther-
mal stratification in those areas. Specifically, at a height of 4 m, tem-
perature distribution becomes less uniform. At this level, which
corresponds to the plane immediately below visitor circulation zones,
temperature variation is pronounced, with areas registering tempera-
tures above 35 ◦C. These regions correspond to locations where thermal
plumes must contend with circulation zones, resulting in a concentra-
tion of heat that increases stratification. In contrast, temperatures near
building openings are below 21 ◦C.

Comparing with design conditions (Fig. 12(b)), it is observed that,
despite a general similarity in temperature distribution patterns, there
are differences in stratification. At heights of 1 m, design conditions
show more evident variations due to different pool temperatures,
creating temperature gradients that impact stratification at this level.
These gradients reflect the direct influence of pools on thermal distri-
bution, generating areas of non-uniform temperature that contribute to
stratification. Additionally, at heights of 4 m and 5 m, the thermal in-
fluence of the pools, particularly Pool B, results in higher average tem-
peratures, affecting stratification.

Stratification in experimental conditions proves to be more pro-
nounced compared to design conditions, as temperature maps of design
conditions exhibit smoother transitions between heights and the
gradient between the 1m and 5m plane is smaller.

Fig. 13 allows identification of distinct temperature layers indicating
the presence of stratification for both experimental and design condi-
tions in both x and y directions. In these planes, the effect of the thermal
plume contour of the heat sources in relation to circulation zones is
visible, plane x = 19.2 m and plane y = 7.3 m. Furthermore, at y = 26.3
m plane, the effect of the plume contour on a geometric element of the
roof is also visible. In these profiles, continuous layers can be identified
at lower heights (up to 3m), corroborating the previous analysis, and
observing the effect of heat sources and geometric elements on stratifi-
cation. Comparing the two conditions, similar patterns are visible, the
height of the layers is identical. The major difference is observed for the
x = 0.2 m plane that intersects the heat sources, as in this plane, the
thermal plumes from the heat sources are more pronounced given the
initial difference between the conditions. Also, for these planes,
smoother transitions between identified layers and a smaller tempera-
ture gradient are visible, for the case of design conditions compared to
experimental conditions, being more noticeable in the y= 26.3 m plane.
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To analyse air distribution, velocity vector maps (Fig. 14) and ve-
locity maps with contour lines (Fig. 15) were observed to identify
recirculation regions and airflow distribution patterns. In Fig. 14, it can
be observed that fresh air intake occurs laterally, moving downward to
circumvent the circulation regions’ floor (Plane x = 9.7 m and x = 28.7
m). Near the radiators (plane x = 0.2 m and plane y = 26.3 m), heated
air follows an upward trajectory towards the roof, circumventing the
different geometric elements of the building. At the outlets located in the
roof (plane y = 7.3 m and y = 26.3 m), heated air is expelled from the
thermal baths, following a trajectory that circumvents the various
beams, with each trajectory following an upward path and finally exit-
ing to both sides. In the region of the thermal baths less affected by heat
sources, velocity magnitudes are lower, and the patterns are less direc-
tional. The velocity magnitude varies in different parts of the environ-
ment. Higher magnitudes were recorded in regions near the radiators,
followed by regions near the outlets, while reduced speeds are observed
in regions near the entrances. In summary, ascending patterns are
observed for both conditions in the radiator region, and despite
ascending patterns, they circumvent the geometric elements above the
radiators. Near the lateral openings, descending patterns can be iden-
tified, and in the region of the roof outlets, horizontal flows can be
observed on both sides of the outlet openings. In the centre of the
environment, flow patterns are smoother and less directional as the air
mixes with the internal environment, resulting in a more uniform tem-
perature distribution. When comparing the two conditions, it is noted
that velocity magnitudes are slightly lower in the design conditions
compared to the experimental conditions. This suggests that despite
similar flow patterns, the ventilation system in the design conditions
may have slightly lower efficiency in terms of air velocity.

In Fig. 15, velocity maps with contour lines are presented to provide
a detailed representation of velocity distribution for both conditions.
While colours indicate velocity magnitude, contour lines help visualize
where velocity values change and how this change occurs in the planes.

Across various planes, several regions can be observed where con-
tour lines form a circular or closed pattern, indicating potential recir-
culation zones, with particular emphasis on planes y = 7.3 m and y =

26.3 m. These regions are mostly located between the roof beams and in
the upper opening regions, as well as above circulation zones. Identi-
fying these recirculation zones is important as they can affect ventilation
performance and consequently thermal comfort and indoor air quality.
In the centre of the environment, where air velocity contour lines show a
more diffuse and less directional flow pattern, there is greater mixing
between air currents. This results in a more uniform temperature dis-
tribution throughout the environment. When the flow pattern is
smoother and less directed, different air currents mix more efficiently,
reducing significant temperature variations in different areas of the
environment.

When comparing the design conditions with the experimental ones,
lower velocities and a lower density of velocity contour lines are
observed, especially notable in the plane where x= 19.2 m and y= 26.3
m. The lower density of contour lines indicates a less uniform or direc-
tional distribution of airflow, leading to less effective air mixing within
the space, as analysed earlier.

Finally, also in Fig. 15 3D view of the velocity streamlines inside the
thermal model for both conditions is presented, reflecting the analysis in
the 2D planes.

The qualitative analysis of the previous temperature and velocity
maps is supported by a statistical analysis that includes matrix data on
the differences in temperatures and velocities between the experimental
and design conditions for all points in the YZ and XZ planes. For planes
with significant differences, the x = 19.20 m plane shows an average
temperature difference of 0.16 ◦C, indicating that the design condition
scenario has higher temperatures, while the x= 28.70 m plane shows an
average difference of − 0.37 ◦C, indicating significantly lower temper-
atures in the experimental condition scenario. Conversely, in planes
with smaller differences, such as x = 0.20 m (− 0.03 ◦C), x = 9.70 m

(− 0.20 ◦C), y = 16.80 m (− 0.14 ◦C), y = 26.30 m (0.14 ◦C), and y =

7.30 m (0.06 ◦C), the variations are less pronounced.
Beyond temperature differences, it is interesting to group the data by

planes, such as YZ and XZ planes, to identify general trends in velocity
differences. For the YZ planes, the average velocity differences range
from 0.005 m/s to − 0.021 m/s, while for the XZ planes, the averages
range from − 0.004 m/s to 0.014 m/s. These differences suggest that, in
some categories, the experimental condition scenario has lower veloc-
ities, indicating variations in flow conditions.

Regarding variability, the standard deviation of the temperature
difference reveals a diverse range, with the x = 0.20 m plane showing a
high standard deviation of 2.09 ◦C and the y = 16.80 m plane exhibiting
a low of 0.43 ◦C. This indicates a dynamic range of temperature differ-
ences, particularly for the x = 0.20 m plane. When analysing velocity,
the standard deviations ranging from 0.05 to 0.09, suggesting that ve-
locity differences are consistently stable and exhibit less variation
compared to temperature differences.

These statistical data suggest that the planes x= 19.2 m and x= 28.7
m show notable temperature variations between the scenarios. This
finding aligns with the qualitative analysis, which identifies distinct
temperature layers and indicates stratification in both x and y directions.
Planes with smaller differences, such as x = 0.2 m and y = 16.8 m,
suggest a less pronounced influence of heat sources and geometric ele-
ments, supporting the qualitative observation of continuous layers at
lower heights (up to 3 m). Additionally, the statistical data indicate that
in planes like x = 0.2 m, the average temperature difference is relatively
small, which corresponds with the qualitative analysis where stratifi-
cation patterns are more subtle.

After a comprehensive analysis of the four methods for evaluating
natural ventilation performance, it is evident that they have converged
to consistent results. Although a slight improvement was observed in the
experimental conditions compared to the design ones, natural ventila-
tion was effectively indicated as a viable solution. The use of these four
methods has proven to be sufficient for analysing ventilation perfor-
mance in large naturally ventilated spaces. Additionally, it is important
to highlight that the model was validated with a significantly reduced
number of experimental points, suggesting its robustness and effec-
tiveness in predicting ventilation performance in different contexts.

7. Conclusions

The study successfully validated a CFD model for large spaces using
experimental data from the Roman Baths Museum in Chaves, Portugal.
Sensitivity analysis determined the optimal number of monitoring
points required for accurate model validation, establishing benchmarks
that serve as inputs to assist in decision-making for validating models in
extensive volumes, particularly where monitoring equipment is limited.
The validated model assessed ventilation performance under various
operational scenarios, addressing challenges in evaluating complex air
distribution patterns in large spaces naturally ventilated.

The CFD model validation analysed temperature data from four
planes and conducted a sensitivity analysis to determine the required
number of monitoring points for accurate validation in large volumes.
Three scenarios were considered: using all 26 points, 11 points in a 3× 3
grid with additional extreme points, and 6 points in a cross pattern.
Results showed low relative errors (0.5 %–0.8 % for 11 points and 1 %–
1.75 % for 6 points) compared to the full 26-point scenario, suggesting
consistent temperature variations. Validation involved comparing
experimental data with simulated average temperatures, with relative
errors ranging from 2.0 % to 4.23 % for the 26-point scenario, below the
10 % validation threshold. Additionally, scenarios with 11 and 6
experimentally monitored points showed relative errors ranging from
2.07 % to 4.21 %. This highlights the feasibility of employing a minimal
number of experimentally monitored points for effective model valida-
tion, following a predefined test point arrangement in a 3× 3 matrix.
Supplementary points should be strategically placed to cover deviations
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from the square geometry of the space.
The validated model explores ventilation performance in varying

operational scenarios, analysing experimental and design conditions
with different outdoor temperatures and internal factors like radiators
and pools. Four methods were used to evaluate ventilation: air changes
per hour, Richardson number variants, vertical temperature/velocity
profiles, and temperature/velocity contour maps.

Experimental conditions showed an air change rate of 2.4 ACH,
while design conditions had a rate of 2.2 ACH, suggesting that ACH may
not be the most effective metric for performance evaluation, given the
minimal difference (0.2 ACH). Richardson numbers showed that
experimental conditions had a lower value (197.3) compared to design
conditions (241.3), suggesting less dominance of buoyancy and slightly
better natural ventilation. The analysis indicates that experimental
conditions may lead to slightly better ventilation due to a lesser domi-
nance of buoyancy, allowing for more mixing and air movement. This
interpretation is supported by the difference in Richardson numbers
between experimental and design conditions. These findings suggest
that the ventilation performance in experimental conditions may be
slightly better than in design conditions, particularly considering the
higher air change rate and lower Richardson number.

The quantitative analysis compared z-direction profiles at five points
in the Roman Baths, revealing similar trends in temperature and velocity
evolution for both experimental and design conditions, with notable
differences in temperature profiles at points 1 to 3. Ratios of temperature
or velocity differences at highest and lowest points to building height
were calculated for stratification comparison. For experimental condi-
tions, temperature ratios ranged from 0.12 to 0.36, with point 2 having
the lowest ratio, indicating lesser stratification. Design conditions
showed ratios from 0.10 to 0.32, with similar trends. The experimental
conditions demonstrated greater stratification for temperature and ve-
locity parameters compared to design conditions, possibly due to real
conditions incorporating factors increasing vertical variation.

Further qualitative analysis of temperature contour maps in XY
planes and vector maps in YZ and XZ planes highlighted significant
differences in thermal stratification between experimental and design
conditions. Experimental conditions exhibited relatively uniform tem-
perature distribution up to a height of 3 m, with increased stratification
above this level, particularly near heat sources, resulting in local tem-
perature elevations. Conversely, design conditions showed smoother
temperature transitions between heights, with smaller temperature
gradients. Velocity maps illustrated airflow patterns and recirculation
zones, indicating that while fresh air intake occurred laterally and
moved downward to bypass circulation regions’ floors, heated air near
radiators followed an upward trajectory towards the roof. Despite
similar flow patterns, velocity magnitudes were slightly lower in design
conditions compared to experimental conditions, suggesting potentially
lower ventilation performance in terms of air velocity. Detailed repre-
sentations of velocity distribution revealed potential recirculation zones,
particularly evident in specific planes, which could impact ventilation
performance and indoor air quality. Overall, the convergence of results
from different evaluation methods indicated performance natural
ventilation, with experimental operational conditions showing slight
improvement over design operational conditions.

The findings of this study highlight the robustness of the methods
used to analyse ventilation performance in large, naturally ventilated
spaces, reinforcing the model’s reliability across various contexts, even
with a limited number of experimental data points. While turbulence
models are fundamental to turbulent flow analysis and best practices
involve using widely accepted models, a thorough examination of these
models is recommended for future research. In the context of this study,
where the conditions do not involve highly stratified flows with high
velocities, the specific impact of the turbulence models used may be less
critical. However, further research could explore the applicability of
these findings to different types of large, naturally ventilated spaces and
consider a range of turbulence models and discrete formats to enhance

the understanding and generalizability of the results.
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A. Francisco-Hernandez, J.C. Hernández-Jerónimo, E. Téllez-Velázquez,
Numerical-experimental investigation of a wind tower-room sustainable system: a
parametric analysis of the mixed convection with humidification, J. Build. Eng. 91
(2024), https://doi.org/10.1016/j.jobe.2024.109624.

[51] IPMA, Inst. Port. do Mar e da Atmos, Ficha Climatológica, https://www.ipma.pt/p
t/oclima/normais.clima, 2024.

R. Mateus et al. Building and Environment 266 (2024) 112077 

21 

https://doi.org/10.1016/j.buildenv.2019.106613
https://doi.org/10.1016/j.buildenv.2019.106613
https://doi.org/10.1080/14733315.2003.11683640
https://doi.org/10.1080/14733315.2003.11683640
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref17
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref17
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref17
https://doi.org/10.1016/j.buildenv.2019.106180
https://doi.org/10.1016/j.buildenv.2019.106180
https://doi.org/10.17533/udea.redin.20210849
https://doi.org/10.1016/j.buildenv.2016.08.007
https://doi.org/10.1016/j.buildenv.2016.08.007
https://doi.org/10.1080/10789669.2007.10391459
https://doi.org/10.1016/j.rser.2021.110795
https://doi.org/10.1016/j.rser.2021.110795
https://doi.org/10.1016/j.ijthermalsci.2022.107798
https://doi.org/10.1016/j.ijthermalsci.2022.107798
https://worldgbc.org/article/every-building-on-the-planet-must-be-net-zero-carbon-by-2050-to-keep-global-warming-below-2c-new-report
https://worldgbc.org/article/every-building-on-the-planet-must-be-net-zero-carbon-by-2050-to-keep-global-warming-below-2c-new-report
https://climate.ec.europa.eu/citizens/climate-change-and-you_en
https://climate.ec.europa.eu/citizens/climate-change-and-you_en
https://commission.europa.eu/news/can-you-afford-heat-your-home-2021-01-07_en
https://commission.europa.eu/news/can-you-afford-heat-your-home-2021-01-07_en
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref27
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref27
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref27
https://doi.org/10.1007/978-3-030-35533-3_20
https://doi.org/10.1007/978-3-030-35533-3_20
https://doi.org/10.1016/j.enbuild.2023.113120
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref30
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref30
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref31
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref31
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref31
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref32
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref32
https://www.sce.pt/wp-content/uploads/2021/07/Manual-SCE.pdf
https://www.sce.pt/wp-content/uploads/2021/07/Manual-SCE.pdf
https://doi.org/10.1016/j.enbuild.2011.10.008
https://doi.org/10.1007/s13762-020-02955-y
https://doi.org/10.1016/j.biosystemseng.2019.10.026
https://doi.org/10.1016/j.biosystemseng.2019.10.026
https://doi.org/10.1016/j.buildenv.2024.111526
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref38
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref38
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref39
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref39
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref39
https://www.c-sgroup.fr/products/architectural-louvres/ventilation-louvres/a4085/#hubspot_brochure
https://www.c-sgroup.fr/products/architectural-louvres/ventilation-louvres/a4085/#hubspot_brochure
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref41
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref41
https://doi.org/10.1051/e3sconf/202236214004
https://doi.org/10.1051/e3sconf/202236214004
https://www.thermoworks.com/emissivity-table/
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref44
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref44
https://www.matweb.com/search/DataSheet.aspx?MatGUID=5b30b87291e84c5e843a9b0025b7dfc6
https://www.matweb.com/search/DataSheet.aspx?MatGUID=5b30b87291e84c5e843a9b0025b7dfc6
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref46
http://refhub.elsevier.com/S0360-1323(24)00919-3/sref46
https://doi.org/10.1016/j.biosystemseng.2019.02.001
https://doi.org/10.1016/j.rineng.2023.100939
https://doi.org/10.1016/j.rineng.2023.100939
https://doi.org/10.1016/j.buildenv.2020.107400
https://doi.org/10.1016/j.buildenv.2020.107400
https://doi.org/10.1016/j.jobe.2024.109624
https://www.ipma.pt/pt/oclima/normais.clima
https://www.ipma.pt/pt/oclima/normais.clima

	Natural ventilation in large spaces: CFD simplified model validated with full-scale experimental data of Roman Baths
	1 Introduction
	2 Methodology
	3 Description of the Roman Baths
	4 Experimental component
	4.1 Measurement setup
	4.2 Measurement results

	5 CFD simulation
	5.1 CFD methodology
	5.2 Models and governing equations
	5.3 Computational domain, boundary conditions and grid
	5.4 Methodology implementation and model validation

	6 Natural ventilation performance
	7 Conclusions
	CRediT authorship contribution statement
	Declaration of competing interest
	Data availability
	Acknowledgements
	References


