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A B S T R A C T   

The prediction of heat transfer in natural convection is crucial for various engineering applications, including 
building heating and natural ventilation. CFD study of heat transfer in elements with complex geometries, like 
radiators, increase the computational effort and could turn inviable the study of natural ventilation in large 
rooms with heating radiators. This study aimed to develop a CFD methodology and validate a simplified model to 
study natural convection and plumes above heat sources like heating radiators. The model uses porous media to 
simulate heat sources without compromising thermal plume development in large spaces. It enables cost- 
effective exploration of solutions, reducing computational costs while accurately modelling thermal plume ef
fects. The CFD model was validated using a full-scale model experimental, ensuring its accuracy and reliability. 
The experimental measurements showed consistent evolutions for inlet and outlet water temperatures, indicating 
stable heat transfer processes. The study includes 5 heating scenarios in which the inlet and outlet water tem
perature (Ti/To) is varied, namely: 64/58 ◦C, 67/41 ◦C, 73/68 ◦C, 50/35 ◦C, and 39/29 ◦C. With the experiments 
and the CFD results, it was also concluded that the air temperature and velocity profiles in radiators configured in 
parallel are asymmetrical. The CFD simulations with the simplified model incorporating a porous medium 
demonstrated the effectiveness of the proposed methodology. Notably, the computational time for the simplified 
model was reduced by approximately 70 % compared to the detailed model. The developed CFD methodology 
has potential applications in optimizing natural ventilation systems for different radiators and environmental 
conditions, contributing to energy efficiency and occupant comfort.   

1. Introduction 

The prediction of heat transfer in natural convection is of great in
terest in different areas of engineering, particularly in the heating and 
ventilation of buildings, and in heat exchangers [1]. In the field of 
natural ventilation, developments have been carried out over the de
cades [2,3], since it plays a fundamental role in the energy performance 
and indoor air quality (IAQ) of existing buildings and Nearly Zero En
ergy Buildings (NZEB). 

Energy efficiency is vital for reducing greenhouse gas emissions and 
combating climate change, with buildings accounting for 30 % of global 
emissions, posing a challenge to meeting Paris Agreement goals. The 
World Green Building Council stresses achieving “net zero carbon” 
operation by 2050 to limit global warming to 2 ◦C [4]. The EU aims to 
cut emissions by 80–95 % by 2050 compared to 1990 levels [5], 

underscoring the importance of enhancing energy efficiency for 
sustainability. 

Eurostat’s January 2020 data shows 6.9 % of the EU population faces 
high energy poverty rates [6], resulting from factors like low income, 
inadequate housing conditions, and high energy prices. Energy poverty 
leads to health issues, social exclusion, and limited job opportunities. 

Insufficient heating can cause discomfort for occupants, negatively 
impacting their health and well-being. It can also lead to condensation 
issues due to inadequate ventilation [7,8]. The proper use of thermal 
radiators has the potential to address heating problems [9] without 
compromising energy efficiency goals. 

In the field of heat exchangers and heat sources (e.g., thermal radi
ators) to promote convection, studies have also been developed with the 
aim of ensuring energy efficiency and proper air distribution. These 
studies mainly focus on providing and analysing ways to increase their 
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thermal efficiency by studying mostly changes in the geometry of the 
radiator’s convectors in order to increase the transfer surface [9–17]. 
Other factors, such as flow type, connection type, position, and radia
tion, are also considered, although to a lesser extent [18–24]. 

In different areas, studying phenomena associated with natural 
convection, such as the specific case of thermal plumes, is essential to 
harness their full potential. However, the internal flow development in 
spaces with heat exchangers and heat sources remains relatively 
underexplored in the literature [25–27]. 

Thermal plumes associated with convective motion originated from 
localized heat sources are induced by temperature driven flow from a 
local heat source, which will be vertical if there are no cross air flows 
[28,29]. As the plume rises, it loses its connection with the source that 
produced it [30], particularly when the plume develops inside a large 
container. The evolution of the plume layer in the early stages of its 
formation reveals certain nonlinear properties that have been explored 
through different numerical approaches and observed in some experi
ments [31]. These types of plumes are special cases of nonlinear flow 
systems where buoyancy is constantly provided, and their development 
can occur in unconfined spaces and confined geometries [31]. 

In unconfined spaces, early studies utilized similarity solutions to 
describe natural convective flows [32]. Concurrently, experimental 
studies were conducted to validate laminar plume theory [28]. Discov
eries regarding thermal plumes above horizontal heat sources include 
Urakawa et al. [33] demonstrating oscillations perpendicular to the 
heater plane and along its direction, with stable sinusoidal waveform 
observed at specific heater lengths. Advancements in analysing thermal 
plumes on building façades have also been noted [34]. 

In confined spaces, the buoyant flow induced by plume presence fills 
the enclosure, sensitive to wall boundary conditions affecting thermal 
stratification from distant flow fields, leading to strong intermittency 
[31,35]. Analytical approaches are challenging due to confinement, 
prompting the use of numerical simulations or experiments [35], often 
employing small cell dimensions [36,37]. 

In literature, various studies explore topics such as the evolution of 
initial thermal plumes from small heating plates in water using near- 
infrared images [36], numerical analysis of natural convection 
coupled with radiation in a cubic cavity [38], addressing inverse natural 
convection problems through experimental data analysis [39], exam
ining the effect of human thermal plume and ventilation interaction on 
bacterial particle diffusion [40], analysing natural convection of vertical 
isothermal parallel plate arrays using steady-state numerical analysis 
[41], studying the statistics of thermal plumes and dissipation rates in 
turbulent Rayleigh-Bénard convection [36], investigating 3-D plume 
buoyancy effects on natural convection from vertical isothermal plate 
arrays [42], and analysing thermal plumes to assist in defining a method 
for judging radiator overheating in compensation of window downdraft 
based on thermal image velocimetry [12]. 

While the studies previous provide valuable insights into the 
behaviour of thermal plumes, it is important to note that most of them 
are conducted on small-scale domains and in controlled environments. 
This can limit the generalizability of the findings to real-world situa
tions, where the conditions are often more complex and varied. Addi
tionally, there may be important differences in the behaviour of thermal 
plumes at different scales and in different environments. Therefore, 
while the existing studies provide a strong foundation for understanding 
thermal plumes, and in certain cases [43,44], they rely on theoretical 
models, it is important to continue exploring their behaviour in a range 
of different settings and at different scales. 

A numerical modelling of studies in confined spaces with large 
masses of air [45] converges with the type of unconfined flow, which is 
less numerically investigated. This is due to the complexity of imposing 
appropriate boundary conditions at the limits of the computational 
domain, especially in the case of unstable flows, and the high compu
tational effort and time. However, efforts in this field have focused only 
on imposing analytical solutions at the external boundary and proposing 

new external boundary conditions for a limited computational domain 
[28]. There have been limited studies where simplification models are 
proposed [46,47]. 

In essence, investigating thermal plumes in large spaces using nu
merical models presents significant computational challenges, primarily 
due to the intricate demands of modelling detailed heat sources and the 
limited availability of experimental validation data for full-scale models. 
To overcome these challenges, our primary objective is to develop a 
simplified CFD model of heating radiators that accurately predicts the 
heat transfer in radiators (between liquid, solid and gas) and the 
development of thermal plumes above the radiator in large, uncon
trolled environments. This model seeks to simplify geometry of the 
radiator without compromising accuracy and is validated using experi
mental data from a full-scale model. The main challenge lies in accu
rately modelling the complex and often unpredictable behaviour of 
plumes in dynamic environments, requiring substantial computational 
power and careful selection of boundary conditions. The established 
CFD methodology holds potential for application to various radiator 
types and diverse environmental conditions. 

Overall, our simplified model aims to streamline the numerical 
modelling process for new construction and the rehabilitation of large 
spaces with multiple heat sources, such as atriums, sports complexes, 
industrial pavilions, spas, and pools, enabling the study of various so
lutions. This approach facilitates the study and implementation of nat
ural ventilation solutions without high and time-consuming 
computational costs, ensuring the modelling of the effects of thermal 
plumes. 

2. Problem formulation 

When utilizing vertical surface heat sources with hot water as the 
heat source, heat transfer occurs through the circulation of hot water 
within the hollow channels of the radiator’s metallic elements. The heat 
transfer by forced convection takes place from the hot water to the 
hollow channels surfaces of the radiator’s panels, subsequently con
ducting the heat through the metallic elements. The resulting heat is 
then conveyed to the surrounding air by natural convection and infrared 
radiation to nearby surfaces. 

To calculate the heat transfer from hot water to the radiator, Equa
tion (1) can be employed. This equation relies on the water enthalpies 
gap between the inlet and outlet sections, and the water flow rate 
passing through the radiators. The excess temperature of vertical surface 
heat sources above indoor air temperature was determined based on 
Equation (2) [48] and Equation (3) describes the heat transfer by natural 
convection, following Newton’s law of cooling, from radiator surface to 
the air. The radiation heat transfer from the vertical surface heat source 
to the room surfaces can be determined by Equation (4) and Equation 
(5), respectively [49]. 

Q= ρQ̇(hi − ho) (1)  

Where ρ is the water density [kg/m3], Q̇ is the water flow rate [m3/s], hi 
and ho are the water enthalpy [J/kg] at the inlet and outlet, respectively. 
The enthalpies were acquired by referring to thermodynamic tables 
[50]. 

ΔT =
Ti + To

2
− Tr (2)  

Where Tr is the room air temperature, Ti and To are the inlet and outlet 
water temperatures, respectively [◦C]. 

Qconvection = hAconv(Ts − Tr) (3)  

Where Qconvection is the convective heat rate transferred through the 
exposed surface of the vertical surface heat source [W], Ts is the average 
surface temperature of the vertical surface heat sources [◦C], h is the 
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average convective coefficient which is a function of the fluid flow or 
velocity, fluid thermal properties, physical geometry and direction of 
the surface [W/m2 ◦C], and A is the total surface area of the vertical 
surface heat sources [m2]. 

The average frontal surface temperature of a vertical surface heat 
source (Ts) was determined by calculating the average of a restricted 
number of temperatures measured. The local convection coefficient 
changes along the height of the vertical surface heat source and it is 
influenced by the specific location where the air temperature was being 
measured. Consequently, an average convection coefficient was 
employed. 

Qradiation1 =Aradξradσ
(
T4

s − T4
r

)
(4)  

Qradiation2 =Aradξrad− wσ
(
T4

s − T4
r

)
with ξrad− w =

(
1

ξrad
+

1
ξw

− 1
)− 1

(5)  

Where σ is the Stefan–Boltzmann constant (5.6703 × 108 W/m2 K4), Arad 
is the radiator frontal surface area (m2), ξrad is the radiator emissivity, 
ξrad− w is the radiator-back wall emissivity, and ξw is the emissivity of the 
wall. 

3. Methodology 

3.1. Experimental setup 

The experimental setup of the vertical surface heat source heating 
system consisted of the following components: a water heater tank 
responsible for storing and heating water, a pump that circulates the 
heated water throughout the system, a flow meter to measure the water 
flow rate, a filling unit that facilitates easy refilling of the system, two 
radiators with 8 elements each, installed in a parallel configuration, 
insulated pipes to minimize heat loss (hot water circuit and return cir
cuit), and associated accessories. For each radiator, the TBOE (Top and 
Bottom Opposite End) connection method was employed, allowing the 
water flow and return to be positioned at the top and bottom, respec
tively, at opposite ends of the vertical surface heat source. This 
arrangement ensured that the water passes through the entire radiator, 
maximizing its efficiency. 

Fig. 1-a illustrates a schematic representation of the experimental 
installation, depicting the hot water circuit in red, the return circuit in 
blue, and the cold-water circuit in green. The vertical surface heat 
sources were installed 110 mm away from the wall to which they were 
fixed, 500 mm from the floor, with a distance of 1068 mm from the left 
side pillar, and 260 mm between the radiators, this installation was 
situated at LNEC, Lisbon-Portugal, within the testing space of the 

Component Test Building, operating under ambient conditions without 
controlled temperature and humidity. The testing space has a width of 
14700 mm, a height of 10000 mm, and a length of 29000 mm. Within 
this space, there are multiple test segments, and this facility is situated 
between two columns, on a wall with a beam at a height of approxi
mately 3500 mm. 

The experimental setup employed vertical surface heat sources 
comprising diecast and extruded aluminium radiators with 8 elements in 
white color. The single element is characterized by the overall di
mensions shown in Fig. 1-b, a hollow channel with a diameter of 12.7 
mm, and a heat output for ΔT = 50 ◦C of 321 W, determined in accor
dance with the EN 442 standard [48]. 

3.1.1. Measurement’s equipment 
Thermocouples DS18B20 were used to measure the hot water inlet 

and outlet temperatures, while a humidity and temperature data logger 
was used to monitor the room temperature and relative humidity of the 
ambient conditions. The measurements were monitored by a Raspberry 
Pi and assisted by a Phyton program developed for signal data 
processing. 

Thermo-anemometers equipped with hot wire probes were used to 
measure the air velocity and temperature above the radiators. In addi
tion, a thermal camera (emissivity of 0.9) was used to determine the 
distribution on the radiators surface temperature (Ts). 

Table 1 presents the specifications of each measuring equipment. The 
test conditions and the different measurement scenarios are presented in 
Section 3.1.2. 

3.1.2. Test conditions and measurement scenarios 
The measurements were carried out between February 7th and 16th, 

2023. Each scenario (Table 2) was monitored for one day within the 
timeframe of 07:00 a.m. to 05:00 p.m. During each experimenting day, 
the pump operated under a constant flow rate, and the water heater was 
adjusted according to the specific scenario. 

According to the number of available equipment and the objective of 
the study, air temperature and velocity were monitored in 3 vertical 
planes (V1–V3), 4 horizontal planes (H1–H4), and 7 longitudinal planes 
(L1-L7), respectively in the x, z, and y directions, as illustrated in Fig. 2. 

The V1 to V3 planes are located at x = − 102.5 mm, x = 0 mm, and x 
= 102.5 mm, respectively; and x = 0 is in the middle of the radiator and 
V1 and V3 are placed 55 mm beyond radiator surface. The H1 to H4 
planes are located between z = 2023 mm and z = 2923 mm, spaced 180 
mm apart. Lastly, the longitudinal planes were located halfway between 
the first and last element of each radiator and the L4 plane was located 
halfway between the two radiators (L1: y = 40 mm; L2: y = 320 mm; L3: 

Fig. 1. Experimental installation: a) layout and b) 1 element of radiator.  
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y = 600 mm; L4; y = 770 mm; L5: y = 940 mm; L6: y = 1 220 mm; L7: y 
= 1 500 mm). The two radiators will be referred to as RAD1 and RAD2 
from now on. The intersection of the vertical and longitudinal planes 
results in a total of 21 points, and measurements for the horizontal 
planes were conducted at each of these points, resulting in a total of 84 

measurement points overall. For each point, data acquisition was per
formed continuously for 5 min with a sampling rate of 1 s. The inlet and 
outlet water temperature are monitored at a point in the piping shared 
by both radiators, with a sampling rate of 1 s. 

In addition to these parameters, the front surface temperature of the 
radiators was evaluated at multiple points in three measurement cases 
(Case I to III) as illustrated in Fig. 3. Each point was subjected to three 
thermographic measurements to ensure accuracy and reliability and the 
measurements was taken at the center of the radiator elements. Case I 
involved four specific points on the radiator surface. In Case II, the 
evaluation expands to six points, capturing additional temperature data 
from various locations on the radiator surface. Finally, Case III included 
a comprehensive analysis with measurements taken at sixteen distinct 
points, providing a detailed understanding of the temperature distri
bution across the radiator surface. 

The monitoring of all these parameters was carried out for 5 sce
narios in which the inlet water temperature and pump flow rate were 
varied to cover the typical range of the excess temperature of vertical 
surface heat sources (ΔT), as presented in Table 2. The measurements 
for each scenario were carried out within a single day, amounting to a 
total of five days of testing. The scenarios were meticulously chosen to 
encompass the conditions outlined in the study of Pinto, 2018 [51], as 
this research is embedded within a larger macro-scale investigation of 
the Roman Baths in Chaves, Portugal. This strategic selection ensured 
that the experiments captured a comprehensive range of conditions 
relevant to the overarching study. 

3.2. CFD methodology 

To simulate the thermal plumes of the radiators, the STAR-CCM +
software was utilized, which employs the finite volume method (FVM) 
to solve the fundamental equations governing fluid mechanics and heat 
transfer. 

The CFD methodology, depicted in Fig. 4, encompasses two steps to 
obtain a validated operational model which requires low computation 
resources to assess heat transfer from water to the radiator and from 
radiator surface to the environment, namely natural convection buoy
ancy (plume) at induced by the heated radiator surfaces. The method
ology relies on a simplified model suitable for studying large air volumes 

Table 1 
Specifications of measuring equipment.  

Equipment Range Accuracy Resolution 

Min Max 

Humidity and 
temperature 
data logger 

Humidity (%) 0 100 ±1.5 0.01 
Temperature 
(◦C) 

− 30 70 ±0.2 0.01 

Thermocouples 
DS18B20 

Temperature 
(◦C) 

− 55 125 ±0.5 0.001 

Thermo- 
anemometers 
(Van probe) 

Velocity (m/ 
s) 

0.3 35 ±(0.1 m/s +
1.5 % of 
mva) 
(0.3–20 m/ 
s) 

0.01 

±(0.2 m/s +
1.5 % of 
mva) (20–35 
m/s) 

Temperature 
(◦C) 

− 20 70 ±0.5 0.1 

Thermal Camera Temperature 
(◦C) 

0 350 – 0.1  

a Mv corresponds to the measured value. 

Table 2 
Environment and operating conditions average of the 5 experimental measure
ment scenarios.  

Variables Scenarios (Inlet/Outlet Temperature) 

64/58 ◦C 67/41 ◦C 73/68 ◦C 50/35 ◦C 39/29 ◦C 

Ti (◦C) 64.3 67.7 73.8 50.9 39.5 
To (◦C) 58.7 41.4 68.6 34.6 29.0 
Tr (◦C) 15.0 15.3 16.5 16.7 16.4 
ΔT (◦C) 46 39 55 26 18 
Q̇ (m3/h) 0.90 0.12 1.20 0.11 0.10  

Fig. 2. Temperature and velocity measurement’s locations: (a) above installation, (b) along length of two radiators (c) measured points in each plane H.  
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without compromising the accurate prediction of thermal plumes. 
Step 1 entails the creation of two parallel models. Firstly, a 1/2- 

Element Model of the radiator was developed, which includes all three 
regions (liquid, solid, and gas). To determine the convection coefficient 
(h) within the desired operational range, at least six simulations are 
performed. This coefficient can then be interpolated for all conditions 
within the specified range. Additionally, viscous, and inertial resistance 
coefficients (Kv and Ki) are derived, representing characteristics of the 
porous medium, as explained in detail in next section Secondly, a 1- 
Element Model of the radiator was created, which solely encompasses 
the solid region. This model undergoes a temperature variation to 
determine the equivalent conductivity of the material in each direction, 
which will be used in the simplified model (See Fig. 5). 

In the Step 2, a Simplified Model was developed using a porous 
media (PM) approach to represent the 16 elements of the radiators. This 
model incorporates the properties determined in Step 1. The results 
obtained from this Simplified Model are then compared with both the 
numerical results from the Detailed Model and the experimental results. 
If the discrepancy between these results is less than 10 %, the process 
was considered complete, and the model was deemed operational for 
conducting sensitivity studies and developing more effective strategies 
for managing and controlling plumes in spaces with large masses of air 
and without controlled environmental conditions. Complementarily, for 
a detailed understanding of the geometric details and simplifications of 
each model at every step, refer to Fig. 5 in section 3.2.2. 

In this study, a brief comparison is also made with a Detailed Model, 
where radiators were modelled with all their specificities (16 elements), 

in order to analyse the effectiveness of the simplified model and rein
force its potential for simulating spaces with large air masses. 

3.2.1. Governing equations and models 
The problem under investigation was solved using the governing 

equations for a three-dimensional, turbulent, and incompressible flow. 
Within the radiator’s water channels, heat transfer occurs through 
forced convection as hot water circulates. The heat is then conducted 
through the radiator panels, ultimately heating the surrounding air in 
the environment. As a result, the density of air decreases, causing it to 
rise. The natural convection air flow was modelled using the Boussinesq 
approximation and the radiation heat loss is considered using the sur
face to surface (S2S) model. Furthermore, the study utilized unsteady- 
state models with a time step of 0.01 s, deeming the transient state 
approach more suitable for ensuring proper simulation convergence. 

The equations of mass conservation (Equation (6)), linear mo
mentum conservation (Equation (7)), and energy conservation in 
enthalpy form (Equation (8)) [52] were solved using the SIMPLE algo
rithm (Semi-Implicit Method for Pressure Linked Equations), where the 
mass and momentum equations were solved independently, and the 
pressure was corrected based on a predictive-corrective model. After 
discretizing the domain, these equations were solved by the software 
through integration over the control volume. 

∂ρ
∂t

+∇ • (ρv) = 0 (6)  

∂(ρv)
∂t

+∇ • (ρv ⨂ v) = ∇ • σ + fb (7)  

∂(ρH)

∂t
+∇ • (ρHv) = fb⋅v +∇ • (v • σ) − ∇ • q + SE (8)  

Where ρ is the density, that is, the mass per unit volume, v is the con
tinuum velocity, ⨂ denotes the outer product, fb is the resultant of the 
body forces per unit volume acting on the continuum, σ is the stress 
tensor, H is the specific enthalpy, q is the heat flux, and SE is an energy 
source per unit volume. 

Turbulence effects were modelled using the Realizable k-ε Two-Layer 
turbulence model within the RANS framework. This model includes 
equations for turbulent kinetic energy and dissipation rate, assuming 
fully turbulent flow with negligible molecular viscosity effects. Turbu
lent viscosity is expressed proportionally to k squared and inversely 

Fig. 3. Cases selected to evaluate the radiators’ surface temperature.  

Fig. 4. CFD methodology.  

R. Mateus et al.                                                                                                                                                                                                                                 



Building and Environment 257 (2024) 111526

6

proportional to ε. Equations (9)–(11) detail these aspects [52]. The 
Realizable k-ε Two-Layer model shares equations with the Standard k-ε 
model but differs in wall treatment, employing an all-y+ approach near 
the wall. 

μt =
ρCμk2

ε (9)  

∂
∂t
(ρk) +∇ • (ρkv)=∇ •

[(

μ+
μt

σk

)

∇k
]

+Pk − ρ(ε − ε0) + Sk (10)  

∂
∂t
(ρε)+∇ • (ρεv)=∇ •

[(

μ+
μt

σε

)

∇ε
]

+
1
Te

Cε1Pε − Cε2ρ
(

ε
Te

−
ε0

T0

)

+ Sε

(11)  

Where Cμ is a dimensionless constant, v is the mean velocity, μ is the 
dynamic viscosity, σk, σε, Cε1 and Cε2 are model constants, Pk and Pε are 
production terms, Te = k/ε is the large-eddy time scale, ε0 is the ambient 
turbulence value in the source terms that counteracts turbulence decay, 
T0 is a specific time-scale, and Sk and Sε are the user-specified source 
terms. 

The simplification of the radiator’s complex geometry was per
formed using a porous media (PM). A PM is defined as a solid that allows 
the passage of a fluid. In the simulation, the use of a PM allows gov
erning the flow and heat transfer the replacement of the radiator by 
modifying the equations. This model was based on Darcy-Forchheimer’s 
law, where two resistances can be distinguished: one of viscous nature 
(derived from the stresses generated due to friction on the walls) and 
another of inertial nature (derived from the flow profile) [53]. 

The porosity of the solid is characterized by Equation (12), and this 
parameter was crucial for solving the equations governing the flow and 
heat transfer in PM, respectively Equations (13) and (14) [52]. 

χ =Vf

V
(12)  

∂χρ
∂t

+∇ • (ρχv) = 0 (13)  

∂χρv
∂t

+∇ • (ρχvv)= − χ∇p +∇ • (χT) − χPvvs − χPi|vs|vs (14)  

Where Vf is the volume that is occupied by the fluid, V is the total 
volume, v is the fluid velocity, T is the stress tensor, Pv and Pi is the 
viscous and inertial resistance tensor, vs is the superficial velocity, vs =

χ v. 
The software used provides two models for porous media energy: the 

equilibrium and the non-equilibrium model. The equilibrium energy 
model, also known as the thermal equilibrium model, assumes that the 
temperatures of fluids and solids in porous media are in equilibrium, 
making it suitable for fast thermal response times. In contrast, the non- 
equilibrium model treats fluid and solid temperatures as independent, 
allowing simulation of slower thermal responses and significant thermal 
imbalances. 

In this study, the non-equilibrium model (Equations (15) and (16)) 
was chosen to be used as it enables a better representation of reality, 
allowing for a distinction between the two phases while maintaining 
their respective properties. 

∂
(
χρfluidEfluid

)

∂t
+∇ •

(
χρfluidHfluidv

)
= − ∇ •

(
χqfluid

)
+∇ • (χT • v)

+ Aht
(
Tfluid − Tsolid

)
(15)  

∂((1 − χ)ρsolidEsolid)

∂t
= − ∇ • ((1 − χ)qsolid) + Aht

(
Tsolid − Tfluid

)
(16)  

Where Efluid is the total energy of the fluid, Hfluid is the total enthalpy of 
the fluid, qfluid is the conduction heat flux through the fluid phase, A is 
the interaction area density (A= Asolid /Vsolid) [54], ht is the heat transfer 
coeficient, and qsolid conduction heat flux through the solid phase. 

In summary, for the application of the porous media, it was necessary 
to know in advance the heat transfer coefficient ht, the interaction area 
between both phases, A, the equivalent conductivity of the material, keq, 
the water temperature profile, and the resistance of the porous media 
(Pv = μ/Kv, Pi = ρ/Ki). 

The values of Pv and Pi can be obtained using experimental data or 
based on the numerical values obtained in Step 2 using the 1/2-Element 
Model, by determining the pressure drop per unit length of the porous 
media for various velocities. The various data points are then fitted to 
Equation (17). The resistance coefficients values depend on the flow 
direction with respect to the porous media. For porous media that are 
impermeable in a certain direction, STAR-CCM + [52] simulates the 
impermeability in a non-natural way by imposing a very high value to 
the inertial and viscous resistances. 

ΔP
L

=
μ

Kv
v +

ρ
Ki

v|v| (17)  

When the radiator is modelled as a parallelepiped porous media, its 

Fig. 5. Dimensions and geometrical details of the computational domains: a) 1/2-Element Model (Step a), b) 1-Element Model (Step 1) and c) Simplified Model 
(Step 2). 
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original shape ceases to exist, and due to the change in geometry, a new 
thermal conductivity needs to be calculated, known as the equivalent 
conductivity. For radiators, the x-direction was preferred for heat flow, 
so the calculation of keq (Equation (18)) was performed only for this 
direction, while the original conductivity of the radiator material was 
applied in the other directions, as the porous media model allows for 
anisotropic conductivity of the solid phase. To determine keq, numerical 
data from Step 2 of the 1-Element Model were used. 

keq =
qx

HLΔT
(18)  

Where H is the height and L is the length of radiator. 
To determine the heat transfer coefficient, the expression given in 

Equation (19) was used along with the simulation results from Step 1 
using 1/2-Element Model in the CFD methodology. 

ht =
q

AsLMTD
with LMTD=

(
Ts − Tair,out

)
−
(
Ts − Tair,in

)

ln

(

(Ts − Tair,out)
(Ts − Tair,in)

) (19)  

Where q is the heat flux rate, As is the surface contact area and LMTD is 
the Logarithmic Mean Temperature Difference. 

Finally, as the objective is to apply the model to volumes with large 
air masses, simplifications are necessary to minimize the required 
physical models. In the case of the water circulating inside the radiator, 
these simplifications are reflected in a profile exhibiting linear behav
iour. This profile is determined considering the expected design data for 
each installation, and if available, experimental data can also be applied, 
or determined based on information provided by the manufacturers of 
the heat sources. Therefore, the simplified temperature profile of the 
water, which varies in height (coordinate z), was derived from the inlet 
and outlet temperature, and expressed using Equation (20). 

T(z)=
Ti − To

H
• z + To (20)  

Where z is the vertical coordinate. 

3.2.2. Computational domain and boundary conditions 
The computational domain and geometric parameters for the models 

utilized in the two steps of the CFD methodology (section 3.2) are pre
sented in Fig. 5-a showcases the 1/2-Element Model and Fig. 5-b 
demonstrate the 1-Element Model, which were employed simulta
neously in Step 1. Lastly, Fig. 5-c exhibits the Simplified Model, incor
porating the porous media. Each model provides a detailed 

representation of the radiator geometry. 
The Simplified Model dimensions were based on the size of the 

testing room. However, lateral limitations (4300 mm) and frontal re
strictions (2150 mm) were enforced due to the presence of other testing 
segments within the total volume, geometrically constraining the 
available area, particularly owing to the existence of isolated testing 
chambers. Considering these constraints, Table 3 outlines the specific 
boundary conditions applied in each simulation. Additionally, Table 4 
provides a comprehensive overview of the material properties utilized in 
the CFD models, encompassing air, water, and aluminium, along with 
detailed specifications. Specifically, the lateral boundaries of the domain 
were considered as walls, given the presence of isolated testing cham
bers at the periphery of the columns constraining the radiator installa
tion site. Frontally, a pressure outlet condition was applied to ensure 
flow propagation, given that the total room length is approximately 
29000 mm while the model extends only up to 2150 mm. This reduction 
was implemented to optimize computational effort without compro
mising the development of the thermal plume, as observed mainly near 
the room’s rear wall. 

The coordinate system used in the simulations aligned with that in 
the experimental measurements (Fig. 2), featuring a gravitational force 
of 9.81 m/s2 applied in the negative z direction. Emissivity values for the 
room walls and radiator panels were assigned as 0.91 and 0.95, 
respectively [55]. Similar to the experimental study, the connection 
pipes were insulated, making the panel radiator the sole heat source 
within the computational domain. 

Regarding the mesh used for simulations in both stages of the 
methodology, an isotropic mesh with polyhedral elements was gener
ated, defining control volumes to minimize the number of elements 
required for domain discretization. Mesh dependency study was initially 
conducted for the 1/2 Element Model and subsequently applied to a 
Detailed Model, which was then used as a basis for the Simplified Model. 
For the Detailed Model, only results from the finer mesh and the mesh 
where the parameters of outlet water temperature and heat production 

Table 3 
Simulations characteristics and boundary conditions.   

1/2-Element Model 1-Element Model Simplified Model 

Radiator element Detailed 1/2 1 – 
Simplified – – 16 

Materials Gas x – x 
Solid x x – 
Liquid x – – 
Porous media – – x 

Boundary conditions Gas Front surface Pressure outlet – Pressure outlet 
Lateral surfaces Symmetric – Wall - Adiabatic 
Other surfaces Wall - Adiabatic  

Solid Front and Back surfaces Wall Wall - Temperature – 
Lateral surfaces Symmetric Wall - Adiabatic 
Other surfaces Wall 

Liquid Inlet Mass Flow Inlet – 
Outlet Outflow – 

Porous media Volume – Porosity 
Interaction area Kv,Ki 

Interfaces Gas-Solid All surfaces Mapped contact – – 
Liquid-Solid All surfaces 
Gas-PM Front and Back surfaces – Baffle 

Other surfaces Internal  

Table 4 
Thermal properties of materials used in CFD models [50,56].   

Gas Solid Liquid 

Material Air Aluminum Water 
Density (kg/m3) 1.18415 2730.0 977.7 
Dynamic viscosity (Pa.s) 1.86E-5 – 0.0004 
Specific Heat (J/(kg.K)) 1003.6 893.0 4181.7 
Thermal Conductivity (W/(m.K)) 0.03 163.0 0.6  
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showed variation less than or equal to 1 % compared to the finer mesh 
are presented. This was done to identify the impact of mesh replication 
for a larger number of elements in sequence. The study of the 1/2- 
Element Model comprised four meshes with 0.3 M, 0.6 M, 1 M, and 2 
M cells, referred to as Mesh 1 (coarser), Mesh 2, Mesh 3, and Mesh 4 
(finer), with cell sizes in the radiator region corresponding to 7.5 mm, 5 
mm, 3.5 mm, and 2.5 mm, respectively. The results showed that from 
Mesh2 onwards, the relative error for the outlet water temperature and 
the heat output of radiators was below 0.03 % and 1 %, respectively. 

Creating two meshes with the characteristics of Mesh2 and Mesh4 in 
the case of the Detailed Model aimed to identify the impact of mesh 
replication for a larger number of elements in sequence and including 
two radiators. The results demonstrated that for the Detailed Model, 
comparing the outlet water temperature and the heat output of radiators 
using cells with 5 mm and 2.5 mm, one with 18 M cells and another with 
58 M cells, the relative error between the two meshes was below 0.5 % 
for both parameters. The more refined mesh was considered the more 
accurate representation, and its values were used for calculating the 
relative error. Given the reduced relative error and lower computational 
time, the mesh with 18 M cells (Fig. 6) was used in the models. For the 
Simplified Models, the mesh parameters resulting from the mesh de
pendency study of the Detailed Model were applied. The mesh of the 
Detailed Model was characterized by approximately 18 M cells, while 
the mesh of the Simplified Model was characterized by only 3 M cells. 
Compared to the Detailed Model, there was a reduction of approxi
mately 83 %, resulting from the use of porous media, which minimized 
geometric details. 

4. Results and discussions 

In this section, the experimental and CFD model results are pre
sented, including variations in velocity and temperature for the 5 sce
narios listed in Table 2. Finally, these results were compared to validate 
the model and the methodology used to create a simplified model of 
vertical heat sources, enabling the prediction of thermal plumes and 
their application to spaces with large air masses without significant 
computational efforts. 

4.1. Experimental 

For each scenario presented in Table 2, the room air temperature, 
inlet and outlet water temperatures evolutions of the radiators were 

determined. These evolutions are shown in Fig. 7 and correspond to the 
period between 07:00 and 17:00. The average ambient temperature was 
determined since the test location is not a controlled environment and 
will be used in the numerical simulation. For the five scenarios (Ti/To) 
64/58 ◦C, 67/41 ◦C, 73/68 ◦C, 50/35 ◦C and 39/29 ◦C, an average 
ambient temperature of 15.03 ◦C, 15.31 ◦C, 16.50 ◦C, 16.71 ◦C, and 
16.41 ◦C was recorded, respectively. 

The average values for the inlet and outlet water temperature pa
rameters (Ti, To) were also determined and are documented in Table 2. 
These parameters exhibit nearly constant evolutions throughout the 
measurement period. The mean standard deviation for Ti is 0.40 ◦C, 
indicating minimal variation in the inlet water temperature. Similarly, 
the mean standard deviation for To is 0.36 ◦C, suggesting consistent 
outlet water temperature values. The stability and low variability of 
these parameters indicate a nearly constant heat transfer process within 
the installation. Despite the initial transient nature of the process, after 
some time, approximately 8 h in this installation, thermal stability 
conditions are observed. 

The five scenarios exhibit distinct characteristics in terms of room air 
temperature (Tr) and excess temperature of radiators (ΔT), according to 
the information summarized in Table 2. In Scenario 64/58 ◦C, the Tr is 
the lowest among all the scenarios, while the ΔT is the second highest. 
On the other hand, Scenario 67/41 ◦C is characterized by an interme
diate ΔT and the second lowest Tr. Moving to Scenario 73/68 ◦C, it 
stands out with the highest ΔT and the second highest Tr. In contrast, 
Scenario 50/35 ◦C showcases the highest Tr and the second lowest ΔT. 
Finally, Scenario 50/35 ◦C distinguishes itself with the lowest ΔT and an 
intermediate Tr. These variations in Tr and ΔT across the different sce
narios allow this study to cover different operational ranges of the 
installation. 

Concerning the velocity and temperature parameters at the periph
ery of the radiators, a total of 84 points were monitored for each of the 
five scenarios being studied. Fig. 8 presents the corresponding mea
surements, with a distinction made for the 4 horizontal planes based on 
their height in meters (H1-blue (2.203 m); H2-cyan (2.383 m); H3- 
yellow (2.563 m); H4-red (2.743 m)), as depicted in Fig. 2 and 
described in Section 3.2.2. After analyzing Fig. 8, is evident that sce
narios 64/58 ◦C, 67/41 ◦C and 73/68 ◦C exhibit a higher range of ve
locities and temperatures in the different planes compared to scenarios 
50/35 ◦C and 39/29 ◦C. This outcome was as anticipated, given that 
these three scenarios involve a higher water inlet temperature and the 
three largest excess temperature of radiators above indoor air temper
ature (ΔT). 

In addition, when examining plans H1 to H4, the closest plan to the 
radiator (H1-blue) consistently records the highest temperatures across 
all cases, except for the 73/68 ◦C scenario, which exhibits the greatest 
temperature variation. Furthermore, this scenario also displays the 
widest range of velocity and temperature variations within the plan, 
likely attributed to the effects resulting from the proximity to the radi
ator and the presence of radiator wall brackets. Regarding the H4 plan 
(Red), farthest from the radiator and closest to the beam, the smallest 
range of temperature and velocity variation was observed, attributed to 
the effect of the beam causing the airflow to circumvent the area. 

Considering the observed influence of physical elements on Plans H1 
and H4, an analysis of velocity and temperature evolutions was con
ducted for Plans H2 and H3 to investigate the impact of the radiators’ 
serial positioning. The temperature and velocity profiles are presented 
in Fig. 9. As observed, the velocity distribution varies along the longi
tudinal planes (L1-L7), and it was also found that the measurements 
between the two radiators exhibit variations, with average velocity 
differences below 0.1 m/s and average temperature differences below 
1 ◦C. These results lead to the conclusion that in parallel radiators, their 
temperature and velocity profiles are asymmetrical, regarding to the 
midpoint between the two radiators. In all scenarios, it is noticeable that 
the highest values of temperature and velocity are observed at point 17, 
which corresponds to the central location of the radiator nearest to the Fig. 6. Mesh with 18 M cells at XZ Plane and detail in radiator surface.  
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entry point of the hot water circuit. 
Regarding the vertical planes (V1–V3), the presence of the room’s 

beam geometry was found to impact the development of the thermal 
plume and the temperature distribution of the panel, which directly 
influences the velocity distribution and values, as previously observed in 
the study by Calisir et al., 2016 [27]. It can be observed that the velocity 
distribution is not symmetrical when considering the midpoint between 
the outer fins of a radiator element. This is due to the non-symmetrical 

temperature distribution on both sides of the panel radiator. One side of 
the panel faces the wall, while the other side faces the room. Conse
quently, due to the non-symmetrical temperature distribution, the ve
locity develops asymmetrically. Comparing the experimental data points 
resulting from the intersection of the H4 plane with the vertical planes 
V1 and V3, a lower velocity is observed in the plane closer to the beam 
(V1) compared to the more distant plane (V3) where the plume evolves. 
This velocity difference is approximately 0.3 m/s for scenarios (Ti/To) 

Fig. 7. Temperature evolutions for each measurement scenario: (a) room air (Tr) and (b) inlet and outlet water (Ti, To). The measurements for each scenario were 
completed in a single day and for scenarios (Ti/ To), see Table 2. 

Fig. 8. Measurements of velocity and temperature at the periphery of the radiators for each measurement scenario. For scenarios (Ti/ To), see Table 2.  

R. Mateus et al.                                                                                                                                                                                                                                 



Building and Environment 257 (2024) 111526

10

64/58 ◦C, 73/68 ◦C, and 50/35 ◦C, and around 0.2 m/s for scenarios 
67/41 ◦C and 39/29 ◦C. 

The average velocity and temperature values for the H1–H4 have 
been determined based on the date in Annex A and will be used for 
validating the numerical model. 

In the analysis of surface temperature, three cases were considered, 
with the number of measured points varying from 4 to 16 points for 
Cases I to III, respectively (Fig. 3). For all three cases, the average surface 
temperatures were determined as shown in Table 5, based on the data 
from Table A. 1 in Appendix A. To assess the similarity of surface tem
peratures between the two radiators, the difference between their 
average surface temperatures was calculated for each Case and scenario. 
This difference ranged from 0 ◦C to 1.4 ◦C, with Scenario (50/35 ◦C)/ 
Case I showing the minimum value and Scenario (67/41 ◦C)/Case II 
exhibiting the maximum value, indicating identical temperatures for 
both radiators. This is further supported by the similar temperature 
distribution observed in each of the five studied scenarios (Table 3), as 
indicated by the color gradient in Table A. 1 of Appendix A. 

To compare the measurements of the three cases (I to III) and assess 
the influence of the number of points used to determine the average 
surface temperature, a relative error was calculated using Case III as a 
reference. The relative error varied between 0 % and 2.4 %, with Sce
nario 64/58 ◦C showing the minimum value and Scenario 50/35 ◦C 
displaying the maximum value. 

The consistent occurrence of these very low errors across all five 
scenarios demonstrates that, for future experimental studies, measure
ments can be performed with only 4 points to obtain a reliable estimate 
of the average surface temperature of the radiator. 

4.2. CFD 

In the CFD methodology, simulations convergence was ensured by 
controlling the residuals and monitoring the surface temperature of the 
radiators/porous media and the heat output. While there is no stan
dardized method for evaluating convergence, all simulations showed a 
progressive decrease in residuals and reached a plateau, indicating 
convergence. 

Specifically, the unsteady-state model with a time step of 0.01 s was 
employed to achieve a significant drop in the residuals by 3–5 orders of 
magnitude. 

As explained in section 3.2, the CFD methodology (Fig. 4 consists of 
two steps. The first step plays a crucial role in determining the simplified 
numerical model used in the second step. In the second step, direct 
comparisons are made between the results obtained and the experi
mental results presented in Section 4.1. The experimental values used in 
the comparison are average values determined under experimental 
conditions in which the installation has already reached thermal equi
librium. These values help account for any measurement errors that may 
occur, yet they correspond to the same conditions as the numerical 
values. It is important to note that these results not only include the 
outlet temperature and heat transfer rate but also feature the average 
values of velocities and temperatures in the experimentally analysed 
planes, differentiating this study from most cases in the literature that 
only compare the outlet temperature and heat transfer rate. 

In the process, first, the resistance coefficients were determined. To 
accomplish this, it was conducted six simulations using the 1/2-Element 
Model, covering a range of temperature and water inlet flow rates. 
Specifically, it was selected temperature values of 75, 55, and 35 ◦C, 
along with flow rates of 0.1, 0.5, and 1.2 m3/h. To calculate the resis
tance coefficients, it was plotted the numerically obtained points on a 
curve described by Equation (17). In this study, it was focused solely on 
the properties in the darker region shown in Fig. 10-a, neglecting the top 
effects of the radiator’s top geometry. 

The results for each combined temperature and flow rate variant are 
depicted in Fig. 10-b. By fitting the data and considering an air density of 
1.2068 kg/m3 and viscosity of 1.86 × 10− 5 Pa-s, it was obtained an 
inertial coefficient (Ki) of 2.34239 and a viscous coefficient (Kv) of 5.7 ×
10− 4 for this specific radiator type within the established operating 

Fig. 9. Temperature and velocity profiles for the H2 and H3 planes along the measurement points of the V2 plane. For scenarios (Ti/ To), see Table 2, and for points 
measured, see Fig. 2. 

Table 5 
Average surface temperature of the radiators in each of the Cases I to III.  

Scenarios (Ti/ To) Case I Case II Case III 

RAD 1 RAD 2 RAD 1 RAD 2 RAD 1 RAD 2 

64/58◦C 49.4 49.8 49.5 49.6 49.4 48.8 
67/41◦C 45.1 43.9 45.2 43.8 44.4 43.6 
73/68◦C 56.9 57.4 57.3 57.2 57.5 56.2 
50/35◦C 36.3 36.3 36.3 36.1 36.0 35.5 
50/35◦C 29.8 29.5 30.1 29.5 29.6 28.9  
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range. 
The higher value of the inertial coefficient compared to the viscous 

coefficient suggests that the flow resistance caused by the geometry and 
density of the porous media outweighs the resistance resulting from 
fluid viscosity. This phenomenon can be attributed to the low density of 
the porous media which was characterized by a porosity of 0.75 in this 
study, determined using Equation (12). 

In summary, the findings indicate that the flow resistance primarily 
originates from the porous media’s characteristics and density, rather 
than the fluid viscosity. These insights highlight the influence of the 
porous media on the overall flow behaviour in the radiator system under 
investigation. 

Based on the results of the six simulations, the heat transfer coeffi
cient (h) is determined using the expression provided in Equation (19). 
The results are presented in Table 6. To determine the heat transfer 
coefficient for the five experimental scenarios presented in Table 2, 
linear interpolation of the results is performed. For the scenarios (Ti/ To) 
64/58 ◦C, 67/41 ◦C, 73/68 ◦C, 50/35 ◦C, and 39/29 ◦C, the heat transfer 
coefficients obtained were 8.82, 10.30, 9.23, 9.49, and 8.77 W/m2K, 
respectively. 

Through the simulation using the 1-Element Model, it was deter
mined the radiator’s equivalent conductivity (keq). This determination 
was necessary because the radiator was modelled as a porous media in 
the shape of a parallelepiped, deviating from its original geometry. In 
this porous media model, anisotropic conductivity of the solid phase is 
accounted, with heat flow predominantly occurring in the x-direction 
for radiators. By applying Equation 18, it was obtained the value of 
15.28 W/mK for keq, specifically for this direction, while maintaining the 
original conductivity of the radiator material in the other directions. 

Furthermore, it was calculated the interaction area density for this 
radiator type, which amounts to 494.6/m. This density represents the 
ratio of the solid element’s surface area to its total volume. 

After the determination of parameters Kv, Ki, h and keq, Step 2 is 
implemented, which corresponds to the simplified model. However, to 
understand the potential application of this model in terms of compu
tational effort and time, we compare it to the Detailed Model, which 
encompasses three physical aspects: solid, liquid, and gas. The Detailed 
Model, with its complexity and vast scale of approximately 18 million 
cells and incorporating radiation effects, required over 240 h of 
computation time using six processors. However, the simulation model 
showed remarkable agreement with experimental data for outlet water 
temperature (To) and output heat transfer rate (Q). The outlet temper
ature exhibited a consistent relative error below 5 % for all Ti/To sce
narios, indicating precise predictions. Similarly, the relative error for 
heat transfer rates remained below 10 % for all scenarios, demonstrating 
accurate forecasting. 

To reduce computation time, the radiator geometry was simplified 
by representing it as a porous media, reducing mesh elements by 83 % 
and computation time to less than 70 h on six processors. Additionally, 
the interior temperature profile was simplified using Equation (20), 
streamlining calculations by eliminating the need to model the detailed 
temperature distribution and water circuit. This approach aimed to 
optimize computational resources, ensuring a balanced cost-to-quality 
ratio, especially when applying the model to spaces with significant 
air masses. It is important to emphasize that in the simplified model, 
especially when porous media is employed, there might be some vari
ations in the heat exchange calculations. Therefore, it is crucial to 
validate the parameter of heat transfer rate. 

The results presented in Table 7, focusing on the relative errors be
tween simulation and experimental data (base data in Table A. 2 of 
Annex A), showcase a robust agreement between the Simplified Model 
and experimental findings, particularly regarding the output heat 
transfer rate (Q). Relative errors in simulated heat transfer rates 
consistently stay below 8 % across all Ti/To scenarios. Notably, the 
scenario with a temperature difference of 39/29 ◦C demonstrates the 
most accurate prediction, while the highest relative error is observed in 
the 67/41 ◦C scenario. 

Additionally, upon analysing the average velocities and tempera
tures in the H1–H4 planes (Fig. 2), it’s evident that the discrepancies 
between the Simplified Model and the experimental data are mostly 
within acceptable bounds. The sole scenario showing relative errors 
exceeding 10 % is observed in the 73/68 ◦C scenario, whereas the rest of 
the scenarios demonstrate relative errors below 10 %. These results 

Fig. 10. Data for determination of resistance coefficients of the porous media: a) Simplification of top effects, and b) Pressure drop per unit length (ΔP/ L) as a 
function of average velocity. 

Table 6 
Heat transfer coefficient for radiators (W/m2K).  

Flow (m3/h) Temperature (◦C) 

75 55 35 

1.2 9.3 8.3 6.9 
0.5 9.4 8.4 7.1 
0.1 10.7 9.8 8.5  
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underscore the overall reliability and effectiveness of the Simplified 
Model in accurately capturing the heat transfer characteristics within 
the system. 

Comparison of individual radiator surface temperatures across sce
narios reveals relative errors below 9 %, with errors below 5 % observed 
in the 67/41 ◦C and 50/35 ◦C scenarios. However, investigation into the 
influence of point quantity on average surface temperature determina
tion (Case I to III - Fig. 3) shows relative error variations ranging from 1 
% to 9 %. To enhance numerical model accuracy, it is recommended to 
employ 16 points (Case III) for average surface temperature determi
nation, mitigating potential errors and bolstering temperature mea
surement reliability. 

In a more qualitative analysis of the thermal plume evolution, it was 

examined the distribution of temperature and velocity in both the YZ 
plane (Fig. 11-a and Fig. 11-b, respectively) and the XZ plane (Fig. 12-a 
and Fig. 12-b, respectively) at the midpoint of the radiator farthest from 
the hot water inlet (Rad 2 - Fig. 2-b). By studying these distributions, it 
was able to further confirm the earlier findings regarding the asymmetry 
of the profiles in both the longitudinal (x) and transverse (y) directions 
across all scenarios. 

These findings highlight the non-uniformity and asymmetry of the 
thermal plume development in both the YZ and XZ planes. This asym
metry can be attributed to various factors, including the positioning of 
the heat source, the radiator geometry, and the natural convection 
patterns within the space. 

Overall, the numerical results showed a maximum error of 14 % 

Table 7 
Relative error comparison between Simplified Model and experimental data for average velocity and temperature (H1–H4 planes) and surface temperature 
(Cases I-III). For scenarios (Ti/ To) see Table 2, points measured see Fig. 2, and Cases I-II see Fig. 3. 

Legend: Green –|RE (%) | ≤ 10.5; Yellow – 10.5 < |RE (%) | ≤ 20.5; Red – |RE (%) | > 20.5.  

Fig. 11. Distribution in the YZ plane: (a) temperature and (b) velocity for Simplified Model.  
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when compared to the experimental data. It is important to highlight 
that these cases involved local parameters, which were subject to un
certainties in the experimental setup, complex turbulent/buoyant/heat 
transfer flows, and local oscillations or asymmetries. Despite these 
challenges, the agreement between the Simplified Model and the 
experimental data underscores the suitability and efficiency of the 
simplified approach in predicting the output heat transfer rate. There
fore, the proposed CFD methodology with the use of a Simplified Model 
emerges as a practical and computationally efficient alternative to be 
applied in spaces with large masses of air and without controlled envi
ronmental conditions. 

Certainly, every research effort possesses its natural limitations. In 
this specific study, experimental results were presented for a particular 
type of radiator with a specific geometry. Although the experimental 
methodology can be adapted for various radiator types, the conclusions 
drawn from this study must be understood within this limited context. 
Additionally, restrictions in the size of the CFD domain, due to the 
presence of fixed chambers on the periphery for other tests, must also be 
considered. These limitations impacted the scale of the model con
cerning the total volume of the testing room, potentially influencing 
certain aspects of the analyses. Nevertheless, it’s crucial to emphasize 
that these specific limitations do not diminish the validity of the findings 
presented in this study. 

Looking forward, it’s worth noting that this methodology holds the 
potential for expansion into different porous medium configurations. 
Considering future extensions, researchers could explore diverse radi
ator types and contemplate the removal or adaptation of the fixed 
chambers. By doing so, a more comprehensive analysis of thermal in
teractions in varied volumes could be achieved. This expansion not only 
enhances the model’s robustness but also broadens the applicability and 
significance of the findings across a wider range of practical scenarios. 

5. Conclusions 

In this study, it was successfully developed and validated a simplified 
CFD model for predicting the development of thermal plumes in spaces 
with large masses of air and without controlled environmental condi
tions. The model was validated using experimental data obtained from a 
full-scale model, ensuring its accuracy and reliability. 

The experimental measurements conducted under steady-state con
ditions revealed nearly constant evolutions for the inlet and outlet water 
temperatures, with average standard deviations of 0.40 ◦C for Ti and 
0.36 ◦C for To. These findings indicate a stable and consistent heat 
transfer process within the installation, providing reliable data for future 
validation studies and further investigations. The study encompassed a 
wide range of scenarios with different variations of Ti/ To, including 64/ 
58 ◦C, 67/41 ◦C, 73/68 ◦C, 50/35 ◦C, and 39/29 ◦C, and monitored 
additional parameters such as velocity and temperature at the periphery 

of the radiators. The analysis revealed that the higher Ti/To scenarios 
exhibited a wider range of velocities and temperatures across different 
planes compared to the lower Ti/To scenarios. Furthermore, the study 
demonstrated that radiators in a parallel configuration exhibit asym
metrical temperature and velocity profiles relative to the midpoint be
tween them. The surface temperature measurements of the radiators 
exhibited a consistent distribution. In addition, the reliable estimates of 
the average surface temperature can be obtained with just 4 measure
ment points (Case I - Fig. 3), as the errors varied only between 0 % and 
2.4 %. 

The results obtained from the Simplified Model in the CFD simula
tions (Table 7), which incorporates a porous media, have demonstrated 
the effectiveness of the proposed CFD methodology (Fig. 4). The com
parison of parameters such as outlet temperature, heat transfer rate, and 
velocity and temperature evolutions (Table 7) revealed relative errors 
below 10 %, except for the specific scenario 73/68 ◦C, where higher 
relative errors were observed in only two temperature evolutions. 
Notably, the velocity in all planes showed average values below 10 %, 
indicating reliable predictions of thermal plume development using the 
simplified model. However, when determining the surface temperature 
of the radiators, it is advisable to use Case III (Fig. 3), which involves 16 
measurement points for more accurate results. Nevertheless, the appli
cation of Case I, with only 4 points, is also viable since the errors in 
relation to the experimental data are below 10 % for all cases. Overall, 
the numerical results showed a maximum error of 14 % when compared 
to the experimental data. 

Furthermore, a qualitative analysis was conducted to examine the 
distribution of temperature and velocity in the YZ and XZ planes at the 
midpoint of the radiator farthest from the hot water inlet (Figs. 10 and 
11). The results confirmed the asymmetrical nature of the profiles in 
both the longitudinal and transverse directions across all scenarios, 
indicating non-uniform and asymmetrical development of the thermal 
plumes. These findings provide indications of a possible influence of 
factors such as the location of heat sources, radiator geometry, and 
patterns of natural convection in shaping the asymmetric behaviour of 
thermal plumes in the analysed space, given that the profiles are 
asymmetric but exhibit different forms compared to results from studies 
where radiator geometry and location differ [27]. However, it is 
important to note that this study encompasses only one type of radiator, 
under fixed location conditions, albeit with variable ambient conditions. 

It is important to highlight that the computational times of the 
Simplified Model, in comparison to the Detailed Model, decreased from 
approximately 240 h to around 70 h, on six processors. 

Regarding limitations, this study has the limitation that the experi
mental results were confined to a specific radiator type and geometry. 
However, it is important to note that a full-scale model was employed, 
and measurements were conducted in-situ for different operational and 
environmental scenarios, thereby enhancing the model’s reliability. 

Fig. 12. Distribution in the XZ plane: (a) temperature and (b) velocity for Simplified Model.  
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Acknowledging the restricted CFD domain due to fixed peripheral 
chambers, it is crucial to emphasize that these limitations do not un
dermine the overall validity of the study. Despite these limitations, the 
significant potential of applying the CFD methodology to other types of 
heat sources and conditions stands out, emphasizing the need for vali
dation to ensure their reliability. 

The developed CFD methodology provides a simplified model that 
serves as a valuable resource for designers and engineers aiming to 
improve natural ventilation systems in various construction projects. 
This includes both new constructions and renovations of large spaces 
with heat sources, such as atriums, sports complexes, industrial pavil
ions, spas, and pools. The application of the simplified model allows for 
the study of multiple solutions with minimal computational demands. It 
predicts the development of thermal plumes, considering their influence 
on the proper air distribution within spaces, ensuring energy efficiency 
and occupant comfort. The insights gained from this study are essential 
references for future research and practical applications in natural 
ventilation design across diverse architectural projects. 
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Appendix A 

Appendix A contains the experimental results used to calculate the average values and relative errors presented in Section 4.2.  

Table A. 1 
Experimental results of the surface temperature of the radiators in each of the Cases I to III. 
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Table A. 2 
Experimental results of the average velocity and temperature Values for H1–H4 planes and surface temperature for Cases I-III. 
Legend: SM – Simplified Model; RE – Relative Error; Green –|RE (%) | ≤ 10.5; Yellow – 10.5 < |RE (%) | ≤ 20.5; Red – |RE (%) | > 20.5. 
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Nomenclature 

A: Area [m2] 
h:: Water enthalpy [J/kg] or convective coefficient [W/m2 ◦C] 
H: Height of radiator [m] 
k:: Turbulence kinetic energy or heat conduction coefficient [W/m.K] 
Kv:: Viscous resistance coefficient [− ] 
Ki:: Inertial resistance coefficient [− ] 
L:: length of radiator [m] 
ṁ:: Water mass flow rate [kg/s] 
n: Exponent [− ] 
P: Power [W] or Pressure [Pa] 
Q: Heat output of radiator [W] 
Q̇ :: Water flow rate [m3/h] 
T: temperature [◦C] 
V: Volume [m3] 
x, y, z:: Coordinates [− ] 

Greek Symbols 
σ: Stefan–Boltzmann constant [W/m2 K4] 
ε:: Dissipation rate of turbulent kinetic energy [m2/s3] 
μ:: Dynamic viscosity [kg/m.s] 
ξ:: Emissivity [− ] 
ρ:: Density [kg/m3] 
χ:: Porosity [− ] 

Subscripts 
i: inlet 
o: outlet 
r: room 
s: surface 
w: wall 
f: fluid 
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