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a b s t r a c t

The study of ways of converting ocean wave energy into a useful one and the improvement of the
existing equipment are complex engineering problems and very important issues in today’s society. In
this paper, the onshore oscillating water column device, in a 10 m deep channel subjected to 1 m high
incident wave and wave periods from 4 s to 15 s, is investigated. The numerical analyses are carried out
using Fluinco model that deals with incompressible flow problems based on the NaviereStokes equa-
tions and employs the two-step semi-implicit TayloreGalerkin method. An aerodynamic model is
implemented in the algorithm to determine the air pressure that is imposed on the free surface. Analyses
are divided into two sections. In the first section, the flow variables obtained by Fluinco and the com-
mercial model Fluent are compared and similar results are obtained. In the second section, an investi-
gation of the chamber geometry and turbine characteristic relation that provide the best device
performance is carried out. In this case, variations in the front wall depth, the chamber length, the
turbine characteristic relation and the chamber height, are made.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

The potential of wave energy along coastal areas is a particularly
attractive option in regions of high latitude. Along the coasts of
northern Europe, North America, New Zealand, Chile and
Argentina, for example, high densities of annual average wave en-
ergy are found (typically between 40 and 100 kW/m wave front)
[1]. Nowadays, the possibility to extract this type of energy has
become a reality. Therefore, several studies have been developed to
assess and characterize wave energy resources in coastal zones
accurately [2e6].

The OWC (oscillating water column) device has been studied
since the 1940’s, with Yoshio Masuda, who is considered the father
of wave energy conversion technology [7]. However, development
of technology for exploitation of wave energy to produce electricity
on large scale began in the mid-1970’s, when the first oil crisis
occurred. Large multidisciplinary knowledge exists in technology
to transform energy contained in sea waves. Currently, there are
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several proposed concepts and technologies for the extraction of
wave energy at different stages of development. However, in-
vestigations are still in search for new proposals, since none of
them can be considered the most appropriate and efficient yet [8].
Basically, two criteria can be used to classify systems for extraction
of wave energy: location of the installation and method of energy
conversion [9,10]. In the first criterion, devices are grouped into
three classes: shoreline, near-shore and offshore. In the second one,
systems are classified in OWC (oscillating water column), oscil-
lating bodies (point absorbers or surging devices) and overtopping
devices.

One of the first devices to capture wave energy developed and
installed on the shoreline was an OWC. Essentially, this equipment
consists of a chamber with an opening in communication with the
sea and another with the atmosphere. Through the action of waves,
free surface inside the chamber oscillates and causes displacement
in the air above free surface. Then air is forced to flow through an
air-duct where a turbine generates electricity. Energy to be
captured is stronger where wave periods are close to the natural
period of water column device.

The first prototype of such systemwas developed onshore at the
end of the 80’s, for example in Tofteshallen, Norway (500 kW);
Sakata, Japan (60 kW); Pico, Portugal (400 kW); Limpet, Scotland
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Nomenclature

B chamber length
c sound speed
cp specific heat at constant pressure
cv specific heat at constant volume
d frontal wall depth
D width of the chamber
e internal specific energy
gi (i ¼ 1,2,3) gravity acceleration components
h water depth
hc height of the chamber in relation to the mean water

level
hE characteristic size of the element
H wave height
H0 incident wave height
kc thermal conductivity
k ¼ 2p/L wave number
kt turbine characteristic relation
L wavelength
p pressure
p0 atmospheric pressure

Pp pneumatic power
Pw power of the incident wave
Qt ¼ (p�p0)/kt air flow through the turbine
s sloshing parameter
Te temperature
T period
vi (i ¼ 1,2,3) fluid velocity components
(s)vi (i ¼ 1,2,3) velocity components at the free surface
V air volume inside the chamber
_V air volume rate inside the chamber
wi (i ¼ 1,2,3) mesh velocity components
b safety factor
g ¼ cp/cv ratio of specific heats
DtE time step of the element
h free surface elevation
q phase angle
l volumetric viscosity coefficient
m shear viscosity coefficient
r specific mass
sij (i, j ¼ 1,2,3) components of the deviatory tensor
u wave frequency
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(500 kW); and more recently Mutriku, Spain (300 kW). Although
coastal systems are easily accessed and do not need moorings,
incident energy is lower compared to offshore systems, due to
dissipative effects of breaking and bottom friction. Therefore, OWC
floating type systemswere developed by several companies such as
in Mighty Whale (Japan), Energetech (Australia), OE Buoy (Ireland)
and Sperboy (England).

Many efforts have been made to research the wave energy
conversion efficiency and operating performance of the OWC sys-
tem. McCormick [11] developed a theoretical analysis of the
pneumatic wave energy conversion buoy assuming independence
of the buoy heave motion and the motion of the water column
within the center pipe. The rigid-body model concept was
employed by researchers to predict performance of devices such as
submerged cylinders [12e15]. A theoretical model of the hydro-
dynamics of a fixed OWC device was developed by Evans [16] by
considering the internal free surface as a rigid weightless piston
which allowed the application of the oscillating body theory. In this
model, Evans ignored the spatial variation of the interior free sur-
face and assumed the small width of the interior free surface by
comparison with the incident wavelength. Afterward, Falcão and
Sarmento [17], Evans [18] and Falnes and McIver [19] improved the
rigid-body approach of an OWC by allowing the increase in pres-
sure at the free surface and the possibility of a non-plane wave
surface. Evans and Porter [20] used potential theory to consider a
rectangular OWC in terms of the width of the interior chamber and
submerged depth of the front wall, neglecting the viscous effects.
This analytical model is robust for arbitrary incident wave fre-
quencies and applicable to the calculation of impulse response
functions for a time domain description of the device performance
in random seas.

Several researchers also applied the BEM (boundary element
method) to simulate the behavior of the OWC devices, mainlywhen
the chamber dimensions are not small by comparison with the
wavelength. For the fixedwave energy devicewith a harbor in front
of the entrance of the water column, Count and Evans [21] devel-
oped a numerical solution which is based on the 3D boundary in-
tegral method outside the OWC device and matched, at the
opening, to an eigenfunction expansion suitable for a rectangular
inner region. You [22] and You et al. [23] studied the topographic
effect on wave power devices in nearshore zones by using a 3D
BEM, in which the solution of Laplace’s equation is used to express
the velocity potential of the wave motion in the device region. Lee
et al. [24] used low order 3D BEM to predict the response of an
isolated OWC accounting for the appropriate interior free surface
boundary condition. Following this work, Brito-Melo et al. [25]
applied the direct approach to predict the hydrodynamic perfor-
mance of an OWC device, where the dynamic boundary condition
in the interior free surface is modified to account for the applied
pressure in the chamber. In this case, the oscillating air pressure
inside the chamber was solved as a radiation problem. Delauré and
Lewis [26] discussed the accuracy of low order BEM and its suit-
ability for efficient hydrodynamic modeling of generic bottom
mounted OWC power plants. In the context of a boundary integral
equation method, Clément [27] constructed a two-dimensional
numerical wave tank comprising the canonical nonlinear free sur-
face boundary condition. Moreover, Clément considered the influ-
ence of front wall depth, shape and thickness on the free oscillation
of the interior free surface. Wang et al. [28] studied numerically the
hydrodynamic performance of the OWC type shoreline-mounted
wave-power device within linear wave theory by using a BEM
based on the Wehausen and Laitone 3D shallow water Green’s
function. This study is particularly interesting as the authors vali-
dated numerical computations with experimental measurements
and considered the topographical effects of bottom slope and water
depth on the performance of an OWC. Lopes et al. [29] applied the
commercial BEM code WAMIT [30] to analyze the incidence of
regular waves on a piercing cylindrical duct, simulating a floating
OWC. The authors compared the results with experimental and
analytical ones obtained by Evans [16]. Josset and Clément [31]
applied the low order BEM to efficient hydrodynamic modeling of
generic bottommounted OWC power plants to estimate the annual
performance of the wave energy plant on Pico Island. Alves et al.
[32] developed the numerical analysis of an axisymmetric floating
OWC by using a BEM to account for the hydrodynamic interferences
between the floater and the OWC. The radiation capabilities of the
floater and the effect of a deeply submerged mass (rigidly con-
nected to the floater) were found to be important in the matching
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of the system dynamics to a representative incident wave
frequency.

Recently, researchers have developed numerical models based
on the RANS (Reynolds-Averaged-NaviereStokes) and two-phase
VoF (Volume of Fluid) equations to analyze the OWC devices.
Horko [33] used the commercially available Fluent computational
fluid dynamics flow solver to model a complete OWC system in a
two dimensional numerical wave tank. The author investigated the
effect of the front wall aperture shape on the hydrodynamic con-
version efficiency. Liu et al. [34] applied Fluent commercial soft-
ware to investigate the nozzle effects of the chamber-duct system
on the relative amplitudes of the inner free water surface. Marjani
et al. [35] predicted the pneumatic energy in the air chamber of an
oscillating water column system by the Fluent code. Liu et al. [36]
practically designed the integrated structure of caisson
breakwater-OWC chamber by using amodel based on the RANS and
VoF equations. The numerical results were compared and validated
by the corresponding experimental data. The effects of several
incident wave conditions and shape parameters on the wave en-
ergy conversion efficiency and performance of integrated system
were investigated. Liu et al. [37] presented a numerical simulation
based on the two-phase VoF model embedded with the orifice and
porous media modules to investigate the wave elevation, pressure
variation inside the chamber and the air flow velocity in the duct.

The application of optimization algorithms to the hydrodynamic
design of wave energy converters has already been addressed by
some authors [38e40]. Those studies yielded optimal geometrical
configurations for wave energy extraction under specific conditions
by the use of genetic algorithms which were applied to two
different pitching devices [38,39] and to a two-body heaving device
[40].

Research of this type of problem is closer to reality when a
model that considers the complete NaviereStokes equations is
used. Therefore, a numerical code, called Fluinco, based on semi-
implicit two-step TayloreGalerkin method [41] is employed to
simulate the action of regular waves on an OWC. The model adopts
a tetrahedral linear element, which has the advantage to adapt to
areas of complex geometry and to be an element of good compu-
tational efficiency. An ALE (arbitrary lagrangian eulerian) formu-
lation is used to enable the solution of problems involving both
large relative movement between bodies and surfaces, and move-
ments of free surface. The spatial velocity mesh distribution is such
that distortion of elements is minimized by smoothing through the
use of functions that consider the influence of the velocity of each
node belonging to boundary surfaces.

An aerodynamic model, based on the first law of thermody-
namics and ideal gas isentropic transformation applied in the air
inside the chamber [31], was implemented in the algorithm to
determine the air pressure that is imposed on the free surface.
Therefore, the variation of the air volume along the time, promoted
by the free surface movement in the OWC chamber, induces the
turbine flow and variation of the pressure inside the chamber,
characterizing a coupling between hydrodynamic and aerodynamic
systems, such as is observed in prototype device.

The code was validated for some case studies by Teixeira et al.
[42] and Teixeira and Fortes [43]. Specifically, validation of the
Fluinco code was carried out in numerical simulations of a regular
incident wave on a simplified offshore OWC device (partially sub-
merged vertical tube of a small circular cross-section) and its ac-
curacy in this type of problems was clearly shown by comparing
numerical results with experimental ones and other numerical
results obtained by Fluent code [44,45].

In this study, an onshore OWC subjected to an incident regular
wave height, H0, of 1.0 m with a range of periods from 4 s to 15 s is
analyzed. Studies of onshore OWC considering the aerodynamic-
hydrodynamic coupling is the main goal of this paper. Firstly, re-
sults of the Fluinco numerical code are compared with those ob-
tained by the Fluent commercial code based on the finite volume
method to discretize the NaviereStokes equations and the VoF
technique to consider airewater phases. Afterwards, the influence
of the chamber geometry and the turbine characteristic relation on
the device performance in terms of pneumatic power is investi-
gated with Fluinco code.

A description of the equations and numerical methods used in
the Fluinco numerical code are presented in Section 2. The
description of the problems under investigation and the compari-
son between Fluinco and Fluent results for OWC with open
chamber and chamber turbine are presented in Section 3. In Section
4, the influence of several geometric parameters and the turbine
characteristic relation on the OWC device behavior is investigated
by the Fluinco code. Finally, the principal conclusions of this study
are summarized in Section 5.
2. Fluinco model

2.1. Governing equations for fluid flows

Mass conservation for slightly compressible fluids, assuming
constant entropy, may be expressed by the following equation:

vr

vt
¼ 1

c2
vp
vt

¼ �vUi

vxi
ði ¼ 1;2;3Þ (1)

where r is the specific mass, c is the sound speed, p is the pressure,
Ui ¼ r, vi and vi are the fluid velocity components.

Equations expressing both momentum and energy conservation
in ALE description complete the governing equations of the fluid
flow problem:

vUi

vt
þ vfij

vxj
� vsij

vxj
þ vp
vxi

¼ wj
vUi

vxj
ði; j ¼ 1;2;3Þ (2)

vðreÞ
vt

þ vðreviÞ
vxi

þ v

vxi
ðvipÞ �

v

vxi

�
sijvj

�� v

vxi

 
kc
vTe
vxj

!

¼ wi
vðreÞ
vxi

ði; j ¼ 1;2;3Þ (3)

where wi are the mesh velocity components, Te is the temperature,
e is the internal specific energy, kc is the thermal conductivity, gi are
the gravity acceleration components and fij ¼ vj Ui. sij are the
components of the deviatory tensor, given by:

sij ¼ m

�
vvi
vxj

þ vvj
vxi

�
þ l

vvk
vxk

dij ði; j ¼ 1;2;3Þ (4)

where m and l are the shear and volumetric viscosity coefficients,
respectively, dij is the Kroenecker delta. Initial and boundary con-
ditions must be added to Eqs. (1)e(3) in order to define the prob-
lem uniquely. In incompressible flows, the energy equation, Eq. (3),
can be solved independently, after the field of velocities is
computed.
2.2. Time and space discretizations

The variables Ui are discretized in time domain using a Taylor
series expansion. In the first step, corresponding to the time in-
terval [tn, tnþ1/2], Ui are given by the following expression [46]:
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Unþ1=2
i ¼ Un

i þ
Dt
2
vUn

i
vt

¼ Un
i �

Dt
2

 
vf nij
vxj

�
vsnij
vxj

þvpn

vxi
þ1
2
vDp
vxi

�wn
j
vUn

i
vxi

!
ði; j ¼ 1;2;3Þ

(5)

where Dp ¼ pnþ1�pn. Using

~U
nþ1=2
i ¼ Un

i � Dt
2

 
vf nij
vxj

�
vsnij
vxj

þ vpn

vxi
�wn

j
vUn

i
vxi

!
ði; j ¼ 1;2;3Þ

(6)

Eq. (4) is given by the following expression:

Unþ1=2
i ¼ ~U

nþ1=2
i � Dt

4
vDp
vxi

ði ¼ 1;2;3Þ (7)

By discretizing Eq. (1) in time and applying Eq. (6), the result is:

Dr ¼ 1
c2
Dp ¼ �Dt

vUnþ1=2
i
vxi

¼ �Dt

"
v~U

nþ1=2
i
vxi

� Dt
4

v

vxi

vDp
vxi

#
ði ¼ 1;2;3Þ (8)

The second step is given by the following expression:
Unþ1
i ¼ Un

i þ Dt
vUnþ1=2

i
vt

¼ Un
i � Dt

0@vf nþ1=2
ij

vxj
�
vsnþ1=2

ij

vxj
þ vpnþ1=2

vxi
�wnþ1=2

j

vUnþ1=2
i
vxi

1A ði; j ¼ 1;2;3Þ (9)
where pnþ1/2 ¼ pn þ 1/2Dp.
After space discretization, the flow is analyzed by the following

algorithm:

(a) determine ~U
nþ1=2
i with Eq. (6);

(b) determine Dp with Eq. (8) and calculate pnþ1 ¼ pn þ Dp;
U
nþ1=2
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PT
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ENw
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dU M
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Z
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NTPEniU
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4
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0B@
1CA f
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ij �wnþ1=2

ij U
nþ1=2
i Þ

�

(c) determine Unþ1=2
i with Eq. (7); and

(d) determine Unþ1
i with Eq. (9).

The classical Galerkin weighted residual method is applied to
the space discretization. In the variables at t þ Dt/2 instant, a
constant shape function PE is used, and in the variables at t and
t þ Dt, a linear shape function N is employed. By applying this
procedure to Eqs. (6)e(9), the following expressions in the matrix
form are obtained [46]:
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�
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(13)
where variables with upper bars at n and nþ1 instants
indicate nodal values, while those at nþ1/2 instant represent
constant values in the element. The matrices and vectors from
Eq. (10)e(13) are volume and surface integrals that were ob-
tained by applying the classical Galerkin method. They are
expressed by Ref. [46]:
PT
E
vN
vxi

dU

1=2

vNT

vxi

vN
vxi

dU

dG

1CA
Z

Unþ1

NTNdU

(14)
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Equation (10) is solved using the conjugated gradient method
with diagonal pre-conditioning [47]. In Eq. (12), the consistent

mass matrix is substituted by the lumped mass matrix, and then
this equation is solved iteratively. The scheme is stable condition-
ally and must comply with the Courant stability condition [48], in
which the local time step of each element E must satisfy the
following expression

DtE � bhE=juj (15)

where hE is the characteristic size of the element (lowest element
edge), b is the safety factor (0.25 has been adopted in this study)
and u is the fluid velocity.

2.3. KFSBC (Kinematic free surface boundary condition)

The free surface is defined by the interface between two fluids,
water and air, where atmospheric pressure is considered constant
(generally the reference value is null). In this interface, the KFSBC
(Kinematic free surface boundary condition) is imposed. By using
the ALE formulation, it is expressed as [49]:

vh

vt
þ ðsÞvi

vh

vxi
¼ ðsÞv3 ði ¼ 1;2;3Þ (16)

where h is the free surface elevation, ðsÞvi are the velocity compo-
nents at the free surface. The Eulerian formulation is used in the x
and y directions (horizontal plane) while the ALE formulation is
employed in the z or vertical direction.

The time discretization of KFSBC is carried out in the same way
as the one for the momentum equations as presented before. After
applying expansion in Taylor series, the expressions for h at nþ1/2
(first step) and nþ1 (second step) instants are obtained:

hnþ1=2 ¼ hn þ Dt
2

�
ðsÞv3 � ðsÞv1

vh
vx1

� ðsÞv2
vh
vx2

�n
hnþ1 ¼ hn þ Dt

�
ðsÞv3 � ðsÞv1

vh
vx1

� ðsÞv2
vh
vx2

�nþ1=2
(17)

The triangular elements coincidewith the face of the tetrahedral
elements on the free surface. By adopting a linear triangular
element and applying the Galerkin method to Eq. (16), these
equations can be written as:
Z
Anþ1=2

NT
sNsdAhnþ1=2 ¼

Z
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NT
sNsdAhn þ Dt
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1CA
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NT
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Z
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NT
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0B@ Z
Anþ1=2

NT
sNsdAv

nþ1=2
3 �

Z
Anþ1=2

NT
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�
ðsÞvi

vh

vxi

�nþ1=2
1CA

(18)
where i ¼ (1, 2), A is the triangular element area, Ns is the linear
shape function,hn; hnþ1=2 andhnþ1 are nodal values of elevations at
t, t þ Dt/2 and t þ Dt instants, respectively. Equation (18) is solved in
an iterative form in the same way as in the momentum equations.

2.4. Mesh movement

The mesh velocity vertical component w3 is computed to
diminish element distortions, keeping prescribed velocities on
moving (free surface) and stationary (bottom) boundary surfaces.
The mesh movement algorithm adopted in this paper uses a
smoothing procedure for the velocities based on these boundary
surfaces. The updating of the mesh velocity at node i of the finite
element domain is based on the mesh velocity of the nodes j that
belong to the boundary surfaces, and is expressed in the following
way [41]:

wj
3 ¼

Xns
j¼1

aijw
j
3=
Xns
j¼1

aij (19)

where ns is the total number of nodes belonging to the boundary
surfaces and aij are the influence coefficients between the node i
inside the domain and the node j on the boundary surface given by
the following expression:

aij ¼ 1=d4ij (20)

with dij being the distance between nodes i and j. In other words,
aij represents the weight that every node j on the boundary
surface has on the value of the mesh velocity at nodes i inside the
domain. When dij is low, aij has a high value, favoring the influ-
ence of nodes i, located closer to the boundary surface containing
node j.

The free surface elevation, the mesh velocity and the vertical
coordinate are updated according to the following steps:

(1) Calculate hnþ1/2 and ~U
nþ1=2
i , Eq. (17) and Eq. (6), respectively.

(2) Calculate Dp, Eq. (8).

(3) Calculate Unþ1=2
i , Eq. (7).

(4) Calculate Unþ1
i , Eq. (9).

(5) Calculate hnþ1, Eq. (17).
(6) Update the mesh velocity w3 and the vertical coordinate x3:
(6.1) Calculate the mesh velocity in the free surface at tþ Dt:
ðSÞwnþ1

3 ¼ (hnþ1�hn)/Dt.
(6.2) Calculate the mesh velocity in the interior of the

domain at nþ1 e nþ1/2 by using Eq. (19) and
wnþ1=2

3 ¼ ðwnþ1
3 þwn

3Þ=2, respectively.
(6.3) Update the vertical coordinates in the interior of the

domain:xnþ1=2
3 ¼ xn3 þwn

3ðDt=2Þ, xnþ1
3 ¼ xn3 þwnþ1=2

3 Dt.
2.5. Aerodynamic model

The aerodynamic and hydrodynamic phenomena in the interior
of the chamber are strongly coupled. The aerodynamic model
implemented in the Fluinco code uses the methodology presented
by Josset and Clément [31] that proposed an equation for the air
pressure based on the first law of thermodynamics applied to the
air column, considering the open system hypothesis and ideal gas.
Assuming an isentropic transformation and kinetic and potential
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energies negligible, the energy balance equation results in the
following relation:

_pðtÞ
pðtÞ ¼ g

"
QtðtÞ
VðtÞ

�
1� ε

rðtÞ � r0
rðtÞ

�
�

_VðtÞ
VðtÞ

#
(21)

where Qt ¼ (p�p0)/kt is air flow through the turbine; p e _p are
pressure and its rate, respectively; p0 is atmospheric pressure; V e _V
are air volume inside the chamber and its rate, respectively; kt is
the turbine characteristic relation; g¼ cp/cv (equal to 1.4 for the air),
where cp e cv are specific heats at constant pressure and constant
volume, respectively; r e r0 are specific mass inside and outside the
chamber, respectively; ε is null for negative value of air flow (air
entering into the chamber) and one for opposite case. The relation
between the air flowand the pressure drop across aWells turbine is
linear. Therefore, in this case, the turbine characteristic relation (kt)
is assumed constant [50,51].

The compressibility effect is considered by the following rela-
tion of isentropic transformation:

pðtÞrðtÞ�g ¼ p0r
�g
0 (22)

In Fluinco code, Eq. (21) is discretized in time by using Taylor
series up to second order. Therefore, the air pressure is updated in
two steps through the following equations:
pnþ1=2 ¼ pn þ Dt
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The flow rate _V is calculated multiplying the average vertical
velocity of the nodes belong the free surface inside the chamber by
the area of the horizontal section of the chamber.

Equation (21) is discretized using also the same two step
scheme, resulting the following equations for the specific mass:

rnþ1=2 ¼
�
p0
pn

�1=g

r0 (25)

rnþ1 ¼
�

p0
pnþ1=2

�1=g
r0 (26)

The updated air pressure variation Dp ¼ pnþ1 � pn, obtained
through Eq. (24), is imposed as a boundary condition in the surface
integral of fa term of Eq. (14) each time step.
3. Comparison between Fluinco and Fluent models

3.1. OWC with open chamber

The case study consists of a 10 m deep flume with a 10 mwide
chamber at its end. The front wall submergence depth is set to
5 m and its thickness to 0.5 m. The length of the flume is fivefold
the wavelength (L). The chamber is open to the atmosphere.
Fig. 1 shows a sketch of the flume and chamber in the domain as
well as the gauge positions. One meter high waves with different
periods (T ¼ 0.5 s to 18 s) are simulated. The relation between the
depth (h) and the wavelength (L) varies from 1/18 to 1/4, char-
acterizing intermediate water depth. The relation between the
wavelength (L) and the chamber length (B) ranges from 3.7 to
17.5.

In the Fluinco model, the domain is discretized by using tetra-
hedral elements in a regular mesh with 44 layers in the vertical
direction, adopting high resolution (element sizes around 0.16 m)
in free surface, bottom and submerged frontal wall of the chamber
regions where large disturbance flow is expected. In the horizontal
direction, the maximum element size is L/50. Element sizes are
lower, around 0.1 m, near the frontal wall and inside the chamber.
One layer of elements is used in the transversal direction, since the
behavior of the flow is only 2D. Themesh node numbers used in the
simulations ranged from 96,000 to 230,000 and the tetrahedral
element numbers ranged from 235,000 to 560,000, according to
the wave period case (lower values correspond to lower wave
periods).

The time step is 0.0015 s, which satisfies the Courant condition.
On the left side of the flume, the free surface elevation and the
velocity components of the incident wave are imposed at each time
instant according to the linear wave theory [52]. The slip condition
is imposed on chamber and lateral walls and the no-slip condition
is applied to the bottom.
Fluent numerical [53] code applies a finite volume technique to
solve the continuity and the RANS equations. In this code, the
variables are defined in the center of each control volume. The
diffusive terms of the equations are discretized by the second order
central difference scheme. The capture of the free surface is done by
the VoF method [54]. The simulations are carried out with: the 2D/
3Dmodule of the code; implicit formulation; the second order time
discretization; and the standard k-ε turbulence model. The SIM-
PLEC algorithm is used for coupling pressure and velocity. Under-
relaxation coefficients are equal to 1 for momentum and VoF but
equal to 0.8 for k-ε. The convective terms in the faces of the control
volumes, for the components of momentum, are determined by the
MUSCL scheme, while second order upwind scheme is used for
convective terms of k and ε equations. In the VoF method, the
volume fraction on the faces of the control volumes is determined
by a modified version of the HRIC (High Resolution Interface
Capturing) scheme [55]. The pressure is determined by the PRES-
TO! (PREssure STaggering Option) scheme, classically used for wave
propagation modeling in Fluent [53].

Previous studies have shown that wave propagation in Fluent is
well simulated using 60 elements per wavelength and 20 elements
in the region of the free surface [45,56]. Consequently, the mesh is
constructed with 60 elements per wavelength, in the horizontal
direction, with a refinement near the front wall edge. There are also
20 elements in the vertical direction in the free surface capture
zone stretching from this zone and the bottom to the middle,



Fig. 1. Sketch of the domain and gauge positions for the OWC with open chamber.
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totalizing around 41,000 quadrilateral elements for the different
configurations (2D simulation for OWC with open chamber). Wave
generation is simulated by imposing the velocity components and
volume fraction (according to the free surface elevation along the
time) on the boundary, both defined by the linear wave theory in
intermediate water, such as in Fluinco code. A non-slip condition is
imposed on the bottom, the front wall edge and the chamber walls.
Finally, atmospheric pressure is imposed on the OWC chamber and
the flume top. Time step is equal to T/600 and six non-linear iter-
ations per time step enable to reduce the residue by at least two
orders of magnitude which are enough for good accuracy in wave
propagation simulation [56].

Comparisons among Fluinco and Fluent results are presented in
this section. Fig. 2 shows the free surface elevation at the center of
the chamber for 8 s and 10 s wave period. Results of both models
are very close although some small differences in wave amplitude
can be observed. The average differences of the extreme values
Fig. 2. Free surface elevations inside the chamber for the OWC with open chamber and
(a) T ¼ 8 s and (b) T ¼ 10 s: comparison between Fluinco and Fluent.
between Fluinco and Fluent results are �3.6% and þ1.3%, for T ¼ 8 s
and T ¼ 10 s, respectively, considering Fluent values as reference.

Figs. 3 and 4 show streamlines and velocity modulus for waves
of 7 and 12 s, respectively, at 8 instants along a time period. Dis-
turbances of the flow near the front wall are found to be higher for
the 7 s wave period, probably due to the fact that free surface el-
evations inside and outside the chamber are out of phase, as can be
seen by the streamlines direction and the graph of the phase angles
shown in Fig. 5. In both cases, some vortices, with no turbulence,
are observed. Flow disturbances near the corner of the front wall
also depend on the front wall shape; this influence was studied by
researchers, such as Horko [33] and Morris-Thomas et al. [57].

Fig. 5 shows the amplification factor, defined as the ratio be-
tween the wave height inside the chamber (H) and the incident
wave height (H0), and the phase angle (q), which is the angular
difference between thewave inside and outside the chamber. Due to
sloshing inside the chamber, a mean water elevation taken among
the inner gauges is used for the computation of the amplification
factor. Below the 7 s wave period, the amplification factor is lower
than 1.0; above this value, the amplification rises up to about 15 s
and then seems to stabilize. Good agreement between both models
can be seen, with minor differences around 6% for wave periods of
10 s and 15 s. Concerning the phase angle, both curves show the
same general characteristics. It can be observed that the phase an-
gles are smaller (below 30� for Fluinco and 45� for Fluent, 33.3%
difference) for higher periods (above 10 s). In this range, amplifi-
cation factors are higher (between 2 and 2.3) whereas, for periods
below 10 s, the angle phase increases, reaching 187 and 199� for
Fluinco and Fluent (6.4% difference), respectively, and T ¼ 5 s, and
amplification factors decrease up to 0.3 for this wave period.

Fig. 6 shows the sloshing parameter (s), defined in this paper as
the average of the maximum difference between the free surface
elevation inside the chamber at the front wall minus the free sur-
face elevation inside the chamber on the rear wall. A sloshing peak
is found at 7 s, although Fluent model shows higher sloshing
magnitude than Fluinco: s ¼ 0.65 m and 0.5 m, respectively (23.1%
difference). Nevertheless, the sloshing has the same behavior for
the two codes. Minor values are found for periods above 11 s
(around 0.1 m), in which the relation between the wavelength and
the chamber length is almost 10 or above 10.

Sloshing phenomena can also be observed by studying the fre-
quency spectrum of the free surface elevations inside the chamber.
Fig. 7 shows the frequency spectrum of three gauges inside the
chamber (front walle gauge 5, middlee gauge 7, rear wall e gauge
9) for the 7 s and 12 s wave periods obtained by Fluinco. For wave
period of 7 s, energy is concentrated in the fundamental frequency
(incident wave frequency) on middle gauge 7, while a second
component can be seen on front and rear wall gauges 5 and 9,
indicating that sloshing occurs in the chamber. For wave period of
12 s, all gauges have almost the same spectrum, energy being
concentrated almost solely in the fundamental frequency, which
indicates the absence of sloshing in the chamber.



Fig. 3. Streamlines and velocity modulus for the OWC with open chamber and T ¼ 7 s.
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3.2. OWC with chamber turbine

The second study case, in which Fluinco and Fluent are
compared, consists in a 10.0 m deep flume, whose length is five-
fold the wavelength, and a 5.0 m long chamber (B) in its end, as
shown in Fig. 8. The frontal wall is 0.5 m thick and d ¼ 5.0 m deep.
The width of the chamber is D ¼ 8.0 m and the height in relation to
the mean water level is hc ¼ 10.0 m. AWells turbine is considered
Fig. 4. Streamlines and velocity modulus for th
with a characteristic relation equal to kt ¼ 120 Pa m�3 s, which is
very similar to the one used in the European pilot plant built on the
Pico island, Azores (Portugal) (kt ¼ 119.4 Pa m�3 s) [50]. Incident
regular waves with periods from 5.0 s to 12.0 s and 1.0 m high are
simulated. Air-duct diameter is 1.0 m and its axis is located 8.5 m
above the free surface at rest.

In the Fluinco model, the same discretization and boundary
conditions of the OWC with open chamber case, described in
e OWC with open chamber and T ¼ 12 s.



Fig. 5. Amplification factor (a) and phase angle (b) for the OWC with open chamber:
comparison between Fluinco and Fluent.

Fig. 7. Frequency spectrum obtained by Fluinco for gauges inside chamber for 7 s (a)
and 12 s (b) wave period wave for the OWC with open chamber.
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Section 3.1, are used. The only difference is the imposition of the
pressure on the free surface inside the chamber which is calculated
according to the aerodynamic model presented in Section 2.5,
taking into account the effect of the chamber dimension and the
characteristic of the Wells turbine.

In Fluent model, the no-slip condition is imposed on the bottom
and the device walls and the atmospheric pressure is imposed
above the free surface, in the same way indicated in Section 3.1. At
the end of the air-duct, located in the superior part of the chamber,
the pressure drop caused by the turbine is imposed. The pressure
drop is proportional to the flow rate according to the turbine
characteristic relation. The 3D mesh used in this configuration is
composed by a number of hexahedral and prismatic elements
ranging from 261,848 to 330,240 according to the wave period case
(lower values correspond to lower wave periods). The mesh dis-
cretization has the same characteristics as the one used in OWC
with open chamber case [45].
Fig. 6. Sloshing parameter for the OWC with open chamber: comparison between
Fluinco and Fluent.
Figs. 9 and 10 show the typical mesh used in Fluinco and Fluent,
respectively. In Fluinco, only the water domain is discretized since
the numerical method is based on tracking free surface (the free
surface is a boundary of the numerical domain). In Fluent, the mesh
needs to be constructed in water and air domain (air chamber and
air duct) since the numerical method is based on capturing method
VoF to identify the free surface.

Fig. 11 shows the amplification factor and the phase angle ob-
tained by Fluinco and Fluent. Both amplification factors are very
similar and show the same trend, although, systematically, the ones
obtained by Fluinco are slightly higher than those obtained by
Fluent. Larger and smaller differences occurred in T ¼ 5 s (26.84%)
and T ¼ 12 s (2.14%), respectively. When OWC is modeled with the
turbine, it can be observed that the amplification factor increases
with the wave period, without any optimum value in an interme-
diate zone. The phase angles obtained by Fluinco and Fluent are
very similar with an average difference equal to 11.69%, without any
systematic tendency to underestimation or overestimation of these
results. It can be noticed that, the lower the phase angles are, the
larger the amplification factors are. Between 5.0 s and 7.5 s, both
phase angle and amplification factor show high variation.

Fig. 12 shows the sloshing parameter (s). It can be observed that,
up to T ¼ 7.5 s, the sloshing parameter is around 0.011 m
(approximately 1% of the incident wave height). From this period to
12.0 s, the sloshing parameter decreases as the wave period in-
creases, with a minimum value equal to 0.002 m at T ¼ 11.0 s and
high variations up to T ¼ 9.0 s. In this range (from T ¼ 7.5e9.0 s),
there is the largest pneumatic power, as it can be noticed in Fig. 14.

Fig. 13 shows time series of the air pressure for periods of 5.0,
7.5, 9.0 and 12.0 s. For Fluent, the air pressure is monitored by four
gauges and results shown in Fig. 13 correspond to their mean
values. It can be observed that the air pressure frequencies are
coincident with respective incident waves. Both models showed
similar results. In the air entrance, Fluent model presents some
disturbances in negative pressure, which is not noticed in the



Fig. 8. Schematic representation of the flume and OWC with chamber turbine.
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Fluinco model. These pressure disturbances do not destabilize the
numerical solution and probably occur due to the geometric
discontinuity caused by the tube. The largest difference between
Fluinco and Fluent results occur at T ¼ 7.5 s, where the positive
amplitudes are approximately 3.2 kPa and 4.4 kPa, respectively
(27.2% difference). Moreover, the lowest difference occurs at
T ¼ 5.0 s, where the positive amplitudes are approximately 2.2 kPa
for both models.

Fig. 14 shows time series of the flow rate for periods of 5.0, 7.5,
9.0 and 12.0 s, comparing the results obtained for both models.
Fluinco presents slightly higher values by comparison with those
obtained by Fluent for periods of 5.0 s, 9.0 s and 12.0 s (differences
in positive amplitudes of 25.9%, 14.1% and 31.2%, respectively),
while for period of 7.5 s, the differences are lower (5.0% in positive
amplitudes). Fluent presents non-symmetry between positive and
negative values of flow rate, which do not appear in Fluinco results.

In this paper, the efficiency of the device is calculated by the
relation between the pneumatic power, Pp, and the power of the
correspondent incident wave, Pw. The pneumatic power is defined
as the time-average of the product of the flow rate by the air
pressure variation:

Pp ¼ 1
T

Z
T

QtðP � P0Þdt (27)

Therefore, the pneumatic power is the one that is available for
the turbine to generatemechanical power. The power of an incident
wave is expressed as follows [52]:

Pw ¼
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8
rgH2

�
u

k

�
1
2

�
1þ 2kh

sin h2kh

�	
D (28)

where g is the gravitational acceleration, H is the wave height, u is
the wave frequency, k ¼ 2p/L is the wave number, L is the wave-
length and D is the chamber width.
Fig. 9. Mesh used for F
Fig. 15 shows the efficiency of the device obtained by both
models. It is observed that Fluinco and Fluent models present the
same tendencies, although Fluent shows slightly higher values,
mainly at 7.5 s (difference around 13%), where there is the highest
power. These differences may have occurred due to different
aerodynamic models, since the same differences are not observed
in amplification factor and phase angle, which represent hydro-
dynamic parameters.While in Fluentmodel, the air pressure field is
determined through the flow solution, in Fluinco model, it is ob-
tained by using the first law thermodynamics, without taking into
account the spatial distribution of the pressure inside the chamber.
Fluid characteristic is different in Fluinco and Fluent: in Fluinco, air
is compressible but it is not the case in Fluent where air is
incompressible. Some researchers have studied the effects of
compressibility on the performance of the OWC device. Thakker
et al. [58], for example, showed that when using a compressible
model, the efficiency is approximately 8% lower than the one in the
case of the incompressible model. Nevertheless, the maximum
power shown by both models is almost the same. The difference
between Fluinco and Fluent for T ¼ 7.5 s is about 13%, with a value
of pneumatic power obtained by Fluinco slightly lower than that of
Fluent, in good accordance with the results of Thakker et al. [58].
3.3. Discussion about the comparison between Fluinco and Fluent

Two numerical models, Fluinco and Fluent, both based on the
NaviereStokes equations, were applied to the very complex flow
problem of interaction between an incident regular wave and an
OWC device. Both codes are based on two very different numerical
approaches for the discretization of equations, for free surface
modeling and for aerodynamic simulation in the OWC chamber:

- Fluinco model is based on the finite element method. Only the
water domain is discretized since the numerical method is
luinco simulations.



Fig. 10. Mesh used for Fluent simulations: (a) mesh on the vertical symmetric plane and (b) mesh on several boundaries.
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based on tracking free surface (the free surface is a boundary of
the numerical domain). Pressure in the chamber is calculated by
an aerodynamic model which takes into account the effect of a
Wells turbine. This model is based on an equation for the air
Fig. 11. Amplification factor (a) and phase angle (b) for the OWC with chamber turbine
obtained by Fluinco and Fluent.
pressure deduced through the first law of thermodynamics
applied to the air column, considering the open system hy-
pothesis and ideal gas.

- Fluent model is based on the finite volume method. The mesh
needs to be constructed in water and air domain (air chamber
and air duct) since the numerical method is based on capturing
method VoF to identify the free surface. Aerodynamics in the
chamber is also simulated by solving RANS equations. The effect
of Wells turbine is modeled using the characteristic relation of
the turbinewhich relates the pressure loss to the flow rate in the
air-duct where the turbine is located.

The results obtained by Fluinco and Fluent for two configura-
tions of the OWC chamber, with open chamber and with chamber
turbine, are in very good agreement in terms of free surface levels,
Fig. 12. Sloshing parameter for the OWC with chamber turbine obtained by Fluinco
and Fluent.



Fig. 13. Time series of air pressure inside the chamber for periods of (a) 5.0 s, (b) 7.5 s, (c) 9.0 s and (d) 12.0 s for the OWC with chamber turbine obtained by Fluinco and Fluent.
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amplitude factor and phase angle in the OWC chamber, besides the
pneumatic power of the device.

The results presented in this section, with open chamber and
with chamber turbine, show that the aerodynamic model imple-
mented in the Fluinco numerical code is a promising tool tomodel a
complete OWC device, considering both hydrodynamics and
aerodynamics. Besides being simple to implement, this method-
ology provides lower computational cost and geometric
complexity, mainly due to two reasons: it is not necessary to
calculate the flow variables of the air domain and the domain may
be 2D, different from modeling in which the turbine and the 3D
Fig. 14. Time series of the flow rate for periods of (a) 5.0 s, (b) 7.5 s, (c) 9.0 s and
chamber are directly modeled, requiring the use of a 3D domain,
such as in the Fluent simulations.

4. Study of chamber geometry and turbine characteristic
relation influences on OWC performance using Fluinco

In this section, the influence of several geometric parameters
and the turbine characteristic relation on the OWC device behavior
is investigated. The sequences of parameter variations are the
following: on the front wall submergence depth (d), the chamber
length (B), the turbine characteristic relation (kt) and the chamber
(d) 12.0 s for the OWC with chamber turbine obtained by Fluinco and Fluent.



Fig. 15. Efficiency of OWC with chamber turbine obtained by Fluinco and Fluent.
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height (hc). The front wall thickness (0.5 m), the water depth
(h ¼ 10.0 m) and the chamber width (D ¼ 10.0 m) are constants.
Incident waves of periods from T ¼ 4.0e14.0 s are simulated
keeping a constant height equal to H0 ¼ 1.0 m.
4.1. Front wall depth variation

In this section, the influence of the front wall submergence
depth on the pneumatic power of the OWC device is investigated.
The following parameters are kept constant during simulations:
kt ¼ 119.4 Pa m�3 s, B ¼ 10.0 m and hc ¼ 6 m.

Fig. 16 shows the efficiency of OWC obtained for front wall
submergence depths of d ¼ 2.5 m, 5.0 m and 7.5 m (d/h ¼ 1/4, 1/2
and 3/4). It can be observed that the performance of the devicewith
front wall immersion length of 2.5 m is superior for all period
waves, except for T ¼ 14.0 s. The efficiency with d ¼ 5.0 m is similar
to the one adopting d¼ 2.5 m, except for periods lower than 8.0 s in
which the efficiency is lower. Efficiency for d ¼ 7.5 m is the lowest
one, reaching only 39% of the efficiency obtained for d ¼ 2.5 m at
T ¼ 6.0 s.

It can be seen that the longer the front wall submergence depth,
the higher the value of the period of the optimal efficiency; the
optimal points are around 6.0 s (d ¼ 2.5 m), 8.0 s (d ¼ 5.0 m) and
9.0 s (d ¼ 7.5 m) with efficiencies of 67.3%, 64.0% and 53.1%,
respectively. This characteristic is explained considering that the
frequency of the resonance decreases (period of the resonance in-
creases) when the frontwall submergence depth increases, because
the distance that the fluid particles travel during a period also in-
creases [20].

The minimum elevation inside the chamber, 0.75 m, is obtained
for d ¼ 2.5 m and T ¼ 14.0 s. This value is a restriction for the
minimum front wall submergence depth that may avoid the
Fig. 16. Efficiency of OWC for d ¼ 2.5 m, 5.0 m and 7.5 m.
entrance of air inside the chamber. Other effects must be consid-
ered to establish a safety length, such as tide and wave trans-
formations near the installation zone of the device mainly due to
the coastline topography and the bathymetry surrounding the de-
vice [23,28].

4.2. Chamber length variation

In these cases, the following parameters are fixed: d ¼ 2.5 m,
kt ¼ 119.4 Pa m�3 s and hc ¼ 6.0 m. Fig. 17 shows the pneumatic
power obtained for chamber lengths of 5.0 m and 10.0 m. It can be
observed that the performance of the device with length of 10 m is
much superior for all period waves, except for T¼ 4.0 s. The optimal
point is around T ¼ 6.0 s for both cases, corresponding to effi-
ciencies of 67.48% and 80.69% for B¼ 5.0m and 10.0m, respectively.

The airewater interaction inside the chamber is better under-
stood analyzing time series of air pressure, free surface elevation
(on a gauge in themiddle position inside the chamber), air flow rate
and pneumatic power, which are showed in Figs. 18 and 19 for
B ¼ 5.0 m and 10.0 m, respectively. The specific mass of the air is
coupled to the pressure and the values vary from 1.175 kg/m3 to
1.254 kg/m3 (with difference around 6%). From Figs. 18 and 19 the
following observations can be done:

a) The air pressure, flow rate and, consequently, the pneumatic
power are in phase, but they are in different phase from the free
surface elevation. The phase angle between the free surface
elevation and the air pressure (or flow rate or pneumatic power)
varies from 80� to 50� approximately, in which the highest
phase angles correspond to the lowest period.

b) There is a strong non linearity in pressure and flow rate be-
haviors for thewave period of 14.0 s in both chambers (B¼ 5.0m
and 10.0 m), unlike the case of other lower periods. A harmonic
wave can be identified in the chamber with a period T/2. Free
surface elevation on gauge in the middle position inside the
chamber shows a non-sinusoidal pattern due to harmonic
waves that appear in this configuration and non-linear effects.
For wave period T ¼ 12 s, even if the free surface flow on this
gauge presents a sinusoidal pattern, non-linear effects clearly
appear in time series of pressure and flow rate.

c) It can be seen that free surface elevation is not symmetric
around the still water level. Wave caves (depression) are smaller
than wave crests (compression) and maximum of pneumatic
power is smaller for depression than compression. These dif-
ferences seem to increase when the wave period increases.

Fig. 20 shows the mean amplitudes of the oscillatory movement
of free surface (elevation), pressure and flow rate for both chamber
lengths. It can be seen that the free surface amplitudes, for both
Fig. 17. Efficiency of OWC for B ¼ 5.0 m and 10.0 m and d ¼ 2.5 m.



Fig. 18. Time series of air pressure, elevation, flow rate and pneumatic power for
B¼ 5.0 m and wave periods of (a) 4.0 s, (b) 6.0 s, (c) 8.0 s, (d) 10.0 s, (e) 12.0 s e (f) 14.0 s.

Fig. 19. Time series of air pressure, elevation, flow rate and pneumatic power for
B¼ 10.0m andwave periods of (a) 4.0 s, (b) 6.0 s, (c) 8.0 s, (d) 10.0 s, (e) 12.0 s and (f) 14.0 s.
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cases, increase with the incident wave period and have a lower
variation in high values. Moreover, the pressure increase up to
T ¼ 8.0 s and 10.0 s for chamber lengths of 5.0 m and 10.0 m,
respectively, and fall smoothly to higher periods. The behavior of
flow rate is similar to the pressure.
4.3. Turbine characteristic relation variation

The analysis of the influence of the turbine characteristic rela-
tion on performance of the OWC device is carried out by using a
chamber length B ¼ 10.0 m and a front wall depth d ¼ 2.5 m, which



Fig. 20. Free surface elevation, pressure and flow rate amplitudes for B ¼ 5.0 m (a) and
B ¼ 10.0 m (b).

Fig. 22. Efficiency related to the turbine characteristic relations for periods from
T ¼ 4 s to T ¼ 14 s.
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provided better device performance in terms of efficiency, and a
height chamber hc¼ 6.0m. Fig. 21 shows the efficiency curves for kt
from 40 to 230 Pa m�3 s (Fig. 21a for kt from 40 to 119.4 Pa m�3 s
and Fig. 21b for kt from 119.4 to 230 Pa m�3 s). The behavior of the
curves is similar, except for the lowest period (T ¼ 4 s). It can be
noticed that from kt ¼ 40 Pa m�3 s to kt ¼ 100 Pa m�3 s, approxi-
mately, the available power to the turbine increase. It is worth
emphasizing that the efficiency obtained by using
kt¼ 119.4 Pa m�3 s is close to the one that adopts kt¼ 100 Pam�3 s.
From kt ¼ 100 Pa m�3 s to kt ¼ 230 Pa m�3 s, approximately, the
efficiency decreases.
Fig. 21. Efficiencies for turbine characteristic relations from (a) kt ¼ 40 Pa m�3 s to
kt ¼ 119.4 Pa m�3 s and (b) kt ¼ 119.4 Pa m�3 s to kt ¼ 230 Pa m�3 s.
Fig. 22 shows curves of the efficiency related to the turbine
characteristic relation for each period. The optimal efficiencies
occur for T ¼ 6.0 s for all turbine characteristic relation curves; this
fact indicates that the variation of kt does not affect the optimal
efficiency point of the device. It may also be noticed that, for pe-
riods between 6 s and 10 s, the optimal efficiency occurs for kt from
80 Pa m�3 s to 100 Pa m�3 s, approximately, and, for periods be-
tween 12 s and 14 s, the optimal efficiency occurs for kt from
120 Pam�3 s to 140 Pa m�3 s, approximately. Therefore, this system
behavior shows that the characteristic of the device must be
adapted, according to the wave climate of the region where it will
be installed.

These variation can be better understand analyzing Fig. 23,
which shows time series of free surface elevation, pressure, flow
rate and pneumatic power for wave period of 10.0 s and kt¼ 40,100
and 230 Pa m�3 s. For kt ¼ 40 Pa m�3 s, the maximum amplitude of
the elevation is high (around 0.9 m), the maximum amplitude of
the pressure is low (2.0 kPa) and the flow rate is very high (52 m3/
s). For kt ¼ 230 Pa m�3 s, the maximum amplitude of the elevation
is low (0.4 m), the maximum amplitude of the pressure is very high
(5.2 kPa) and the flow rate is low (20 m3/s). Therefore, as kt in-
creases, the pressure in the chamber also increases but the flow rate
decreases. Thus, there is an optimal situation, which, in this case,
occurs at kt ¼ 100 Pa m�3 s, as shown in Fig. 23c. This fact indicates
a compromise between the pressure and the flow rate with the
optimum efficiency.

4.4. Chamber height variation

The influence of the air volume of the chamber on the device
performance is analyzed by varying the chamber height
(hc ¼ 4.0 m, 6.0 m and 8.0 m) in a range of wave periods (from 4.0 s
to 14.0 s). In these cases, the other parameters d ¼ 2.5 m,
kt ¼ 100 Pa m�3 s and B ¼ 10.0 m are kept constant. Fig. 24 shows
the efficiency curve for each chamber height. As the height hc de-
creases, the efficiency increases for everywave periods, in a smooth
way. This tendency indicates that the best value of hc is the lowest
one. However, its limit is when the water reaches the entry of the
turbine system. Since themaximum elevation inside the chamber is
0.95 m (for hc ¼ 4.0 m and T ¼ 14.0 s), it can be concluded that the
chamber height must be higher than this value in order to take into
account other possible effects, such as tidal and local wave
transformations.

5. Conclusions

A study of the aerodynamic and hydrodynamic flows and per-
formance of an onshore OWC energy extraction device, using



Fig. 23. Free surface elevation (a), air pressure (b), flow rate (c) and pneumatic power (d) for wave period T ¼ 10.0 s and kt ¼ 40, 100 and 230 Pa m�3 s.
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Fluinco, a numerical model based on NaviereStokes equations, is
presented in this paper. Fluinco is a code based on semi-implicit
two-step TayloreGalerkin method and an ALE formulation to
enable the solution of problems involving movements of free sur-
face. An aerodynamic model based on the first principle of ther-
modynamics is implemented, taking into account the effect of a
Wells turbine.

Firstly, in order to validate the Fluinco code, results are
compared to those obtained by Fluent commercial numerical code
for an OWC device with an open chamber and a chamber with a
turbine. The first study case (open chamber) consists of the simu-
lation of incident regular waves, with wave height of 1.0 m and
wave period from 5.0 s to 18.0 s, on onshore OWC device with a
10 m long open chamber and a 0.5 m thick front wall and sub-
mergence depth of 5 m. The amplification factor and the phase
angle obtained by both models are very similar. The sloshing
parameter, which quantifies the magnitude of the sloshing inside
the chamber, presents the same behavior for both models: larger
values for periods lower than 7.5 s and lower values for periods of
9.0 s; between these periods, there is high variation. Fluent sys-
tematically presents lower values than Fluinco. The second study
Fig. 24. Efficiency of OWC with chamber height variation for d ¼ 2.5 m,
kt ¼ 100 Pa m�3 s and B ¼ 10.0 m.
case (chamber with a turbine) consists of a 10.0 m deep flume with
a 5.0 m long chamber in its end. The frontal wall is 0.5 m thick and
d¼ 5.0 m deep. Thewidth of the chamber is 8.0 m and the height in
relation to the mean water level is 10.0 m. A Wells turbine is
considered with a characteristic relation equal to
kt ¼ 0.120 Pa m�3 s, which is very similar to the one used in the
European pilot plant built on the Pico island, Azores (Portugal)
(kt ¼ 119.4 Pa m�3 s). Air-duct diameter is 1.0 m and its axis is
located 8.5 m above the free surface at rest. Incident regular waves
with periods from 5.0 s to 12.0 s and 1.0 m height are simulated.
Time series of the air pressure and the flow rate obtained by both
models show good agreement; some non-linear behavior in
negative values of the pressure presented by Fluent do not occur
when Fluinco is used. The behavior of the pneumatic power for this
case obtained by both two models is similar, with a 13% difference
between Fluinco and Fluent for wave period 7.5 s, with a value of
pneumatic power obtained by Fluinco slightly lower than that of
Fluent which systematically presents larger values by comparison
with Fluinco.

The results obtained by Fluinco are in very good agreement with
those obtained by Fluent for two configurations of the OWC
chamber, with open chamber and with chamber turbine, in terms
of free surface levels, amplitude factor and phase angle in the OWC
chamber, besides the pneumatic power of the device, even if both
codes, based on the NaviereStokes equations, use two very
different numerical approaches for discretization of equations, for
free surface modeling and for aerodynamic modeling in the OWC
chamber.

After these comparisons between Fluinco and Fluent, the former
is applied to analyze the influence of the chamber geometry and
the turbine characteristic relation in the device performance,
measured in terms of pneumatic power. During the investigation,
the depth (10.0 m), thickness of the front wall (0.5 m) and the wave
height (1.0 m) are kept constant. Afterwards, the influence of front
wall depth, chamber length, turbine characteristic relation and
chamber height, considering, in each step, optimal values previ-
ously obtained, is analyzed. As a result, the front wall depth equal to
2.5 m reaches the best performance in terms of pneumatic power,
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although, between 2.5 m and 5.0 m, little variation is found. The
chamber length of 10.0 m provides the optimal pneumatic power.
The influence of the turbine characteristic relation is analyzed for
values varying from 40 Pa m�3 s to 230 Pa m�3 s, using a chamber
length of 10.0 m and a front wall depth of 2.5 m. The turbine
characteristic relation with the best performance varies according
to thewave period: 80 Pam�3 s to 100 Pam�3 s for periods between
6 s and 10 s and 120 Pa m�3 s to 140 Pa m�3 s for periods between
12 s and 14 s. Finally, the chamber height tests indicate little in-
fluence over the device performance. As a result, the adequate
height is the lowest one that allows the turbine operation.

The results obtained for an OWC device with open chamber and
with chamber turbine show that the aerodynamic model imple-
mented in the Fluinco numerical code is a promising tool for
modeling a complete OWC device, considering both hydrody-
namics and aerodynamics.
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