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ABSTRACT

Patterns of flow and cohesive sediment transport in estuarine environments under tidal
action are extremely complex. Both the geometric irregularity of estuaries and the
importance of vertical phenomena in cohesive sediment transport require that such

~ phenomena are described in three dimensions.

In the present investigation a theoretical formulation for describing the transport in
three dimensions of suspended sediment, treated as a single representative class, in
low concentration environments was developed, which incorporated a generic vertical
coordinate transformation. The use of specific forms of the transformation will allow
fine vertical discretisations in ﬁew of the domain where large concentration gradients
occur which, in the case of cohesive sediment, is expected to happen near the estuary
bed. A numerical model, aimed at engineering applications, was developed based on
this formulation and applied to the Mersey Estuary, UK. The model successfully
reproduced the expected features of a cohesive sediment concentration field under tidal
action, namely its overall vertical structure and the settling/deposition and erosion/re-
suspension sequences around slack water. Model application also led to the conclusion
that the simulatiqn of the finer details of the vertical concentration structure would
require a more complex description of settling and turbulenée, although improved data

sets will be necessary to test such formulations.
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The description of. the dynamics of near-bed mobile high-concentration layers (fluid
mud) was also considered essential, as such layers significantly change the fluxes at
the lower interface of low concentration layers and are the cause for significant
advective transport. A depth-averaged formulation describing the dynamics of fluid
mud was developed and a pilot numerical model, corresponding to this formulation,
was tested using a laboratory experiment which is representative of layer formation
through rapid settling. Model application successfully simulated the main features of
the experiment and allowed the identification of the settling fluxes (and associated
layer formation mechanisms) and fluid mud viscosity as the the main factors
controlling fluid mud behaviour. It is expected that further research on such aspects
and the definition of a practical criterion (other than concentration alone) for the
identification of fluid mud will allow the coupling of this type of models with those
describing transport in low concentration layers and, therefore, ensure the applicability

of such modelling systems to most estuarine environments.

iv




TABLE OF CONTENTS

ACKNOWLEDGEMENTS .............. I s enaaa i
ABSTRACT ...... ceaaes sesanass R teeeeaen See . iii
LISTOF TABLES . ...iouvinirennennnennrnnennnennannn. xi
LIST OF FIGURES ....... I cerennna I teeesns NP 4111
LIST OF SYMBOLS ........ P cinenas tereessueaneseas XXV
CHAPTERS
1 Introduction ..... Ceerena seens e creanans cemsse ceeaea Ceeees 1
1.1 Problem Significance .................... ... ... ... ... .. 1
1.2 Objectives and Methodology .. ...................... ... .. 3
1.3 Organisation of Thesis . ............................. . . 6
2 Aspects of Fine Sediment Dynamics in Estuaries ..... cocssa ceeess 9
21Introduction . ..., 9
2.2 General Properties of Fine Estvarine Sediments .. .............. | 13

2.3 Settling Velocities and Settling Fluxes ...................... 25



23.1General ASpectS .. ... ... ... e 25

232FreeSettling ....... ... ... .. ... .. 27
23.3 Flocculation Settling . ................cvvvurunnnn. 28
234 Hindered Settling . .. ............... . ... .29
2.3.5 Alternative Formulations ............. e 30
236 8ettling flux ... ... . 34
2.4 Vertical Diffusive Transport . ...............c0vvuuenn.... 35
25Fluxesatthe Bed .. ......... ... ... .. ... . ., 41
2.5.1 General ASPECtS ...t ii e 41
252 Br08I0N ... e e 42
253 Deposition . ...t e 46
254 DISCUSSION . . ... 51
2.6 Conclusions . .. ......vuuit i i 59
3 Formulation of a Suspended Sediment Transport Model .......... .. 63
3.1 General Aspecis ...................................... 63
3.2 The Transport Equation in the Physical Domain ............... 64
3.3 A Review of Modelling Approaches . . ...................... 70
3.4 The Transport Equation in the Computational Domain . .. ... e 76
3.5ConClusions . ... 92

vi




4 Development of a Suspended Sediment Transport Model ........... 93

4.1 General Aspects ... ..........ii i 93
4.2 Process-Splitting in the Computational Domain . ............... 93
4.3 The Numerical Formulation of the Model .................... 96
43.1General ......... . 96
432 The Advection Step ... .<..............covu .. 97
433 The Vertical Step . ... 102
4.3.4 The Horizontal Diffusion Steps . ... .................. .. 106
4.4 Tests of Model Steps . ............c..ooouiunoe 111
440 General ... .. 111
442 The Advection Step ... ..................... .. . 112
443 The Vertical Step . ................ ... ... ... . 115
4.4.4 The Horizontal Diffusion Steps . ............... ... .. ... 124
458ummary ... 130

5 Three-Dimensional Modelling of Suspended Sediment Transport

in the Mersey Narrows ............... teerreaeaeee ceeanen. 131
SlIntroduction . ... 131
5.2 A Brief Description of the Mersey Estuary . ................ .. 132
5.3 Background Data for Model Application . .................... 143
5.4 Model Application . .......... .. ... ... ... . .. 151
5.5 Summary and Conclusions . .......................... . .. 201

vii



6 Modelling of Transport in Near-Bed High Concentration

Layers llll.Illl.C...ll.I.....‘lIlll.l.IlCl.Ol.......... 205

6.1 Introduction and Objectives . ... ...............00ooon.o. ... 205
6.2 General Aspects of the Problem . . ... .................... .. 208
6.2.1 Basic CONCEPLS . ..o v v vt 208
6.22Field Evidence ....................ouvuuniinni. .. 215
6.2.3 General ASSUMPHONS . ... ...\ v ven e 221

6.3 Derivation of a System of Equations for the Movement of Fluid Mud 224

6.3.1 General ASPECES .. ..., 224
6.3.2 Continuity Equation . ....................c.0. 00 oo. ... 225
6.3.3 Momentum Equations . ............................ 229
6.3.4 Bulk Density Equation ...................... ...... .. 235
6.4 Process Modelling of Interface Exchanges .................. . 238
6.4.1 General . ............ .l 238
6.42 Entrainment . ............... ... ... .. .. 238
6.4.3 Settling of Mud from Low Concentration Suspension ........ 246
6.4.4 Bed Destruction and Erosion . . ..................... . . 247
6.4.5 Bed Formation and Dewatering .. ................... . .. 248
6.4.6 Fluxes at the Interfaces . ............................ 250
6.5 Development of a Pilot Numerical Model .................... 253
6.5.1 General ......................: e e e 253
—-  6.5.2 Continuity Equation . ........................ ... ... 256
6.5.3.x Momentum Equation . . ........................... . 257
viii




6.5.4 y Momentum Equation . . ... ...........0iiiiin . 258

6.5.5 Bulk Density Equation .............................. 259

6.5.6 Model Parameterisation . ............................ 260

6.6 Model Application . ................... ... ... 262

6.6.1 General Aspects . .................0uuiri 262

6.6.2 Laboratory Results . .. .................... ... .. ... 263

6.6.3 Model Simulation of a Laboratory Experiment ............. 269

6.7Summary . ........ .. 277

7 Summary, Conclusions and Recommendations . ......... cesrnaes 287

7.1 Summary ................... e e 287

7.2 Conclusions and Recommendations ................... .. .. 290

REFERENCES ............. I . 1. 74
APPENDICES

A - Remarks on the Nature of the Transport Equation .............. A.l

B - Dimensional Analysis of the Transport Equation in the

Computational Domain ...... Ceerenens Peesunas ceenea vesees B

C - A Generalised Sigma Transformation ........ cetann N o |

ix



D - Stability and Consistency Analysis of the Numerical

Methods Used in the Transport Model ................ . D.1
E - Flowchart of Model SUSMUD3 ... vvteeeeerreennnnnnsennnnns E.1
F - Flowchart of Model FLDMUDZ . ... .cv e vervnnnnnnnn. e F.1




2.1

2.2

2.3

2.4

4.1

5.1

LIST OF TABLES

Cation Exchange Capacity of Typical Clay Minerals (Adapted
from Grimm, 1962),

Properties of Suspended Aggregates Formed through Salt
Flocculation (Adapted from Krone, 1978).

Cohesive Sediment Transport Regimes (Adapted from Krone,
1993),

Formulas for the Determination of the Bed Shear Strength as a
Function of Bed Parameters.

Peak Values in Advection Test Case Using Several Methods
(After Costa, 1991).

Tidal Heights and Ranges in the Mersey Estuary. Levels in m

above LBD - Adapted from Price and Kendrick (1963).

xi

20

24

51

57

115

137






2.1

2.2

23

24

2.5

2.6

2.7

2.8

LIST OF FIGURES

Suspended sediment concentration as a function of time in a
high concentration environment (Hangzou Bay - People’s
Republic of China). Adapted from Feng (1990).

Classical definition of water column/sediment bed transition and
of the vertical sediment fluxes (adapted from Mehta, 1989).
Idealised definition of water column/sediment bed transition and
of the vertical sediment fluxes, in the presence of fluid mud
(adapted from Mehta, 1989).

Orders of aggregation of sediment for the case of salt
flocculation (adapted from Krone, 1978).

A general description of settling velocity and settling flux
variation with suspended concentration of fine sediment
(adapted from Costa, 1989). |
Settling velocity curve corresponding to equation 2.10 and
settling flux curve determined using the same equation (adapted
from Hwang, 1989).

Time evolution of total volume concentration for the settling
column tests simulated by Krishnappan using a model with a
flocculation component (adapted from Krishnappan, 1990).
Results obtained using several relationships between the bed

shear strength and the bed dry density.

xiii

11

12

23

28

32

33

39



3.1

32

33

4.1

42

4.3

44

4.5

4.6

4.7

Deﬁnitioﬁ of the cartesian coordinate system and symbols used
in the derivation of the transport equation.

Definition of coordinate systems in the vertical plane: a)
conventional cartesian; b)_ conventional sigma; ¢) modified
sigma with clustering of points near the bottom; d) orthogonal
curvilinear,

Definition of axes, cross sections of elementary surfaces and
diffusive fluxes.

Mustration of 3D space and 2D plane interpolation procedure.
The characteristic line, as computed by the model, is also
sketched in the upper figure (note velocity updating in each
cell).

Computational molecule for the unidimensional Barakat and
Clark method.

Initial condition for advection test case.

Simulated concentration distribution for advection test case
(t=1/4).

Simulated concentration distribution for advection test case
(t=1/2).

Simulated concentration distribution for advection test case

(=3T/4),

Simulated concentration distribution for advection test case

(t=T).

xiv

79

88

101

107

113

117

117

118

118



4.8

4.9

4.10

4.11

4.12

4.13

4.14

4.15

Croés—section pmaﬁel to the x axis (y=600m) of the initial and
simulated concentration distributions for advection test case
(¢=T).

Cross-section parallel to the x axis (y=650m) of the initial and
simulated concentration distributions for advection test case
(&=1).

Cross-section parallel to the x axis (y=700m) of the initial and
simulated concentration distributions for advection test case
=1).

Cross-section parallel to the y axis (x=1200m) of the initial and
simulated concentration distributions for advection test case
(t=T).

Cross-section parallel to the y axis (x=I250m) of the initial and
simulated concentration distributions for advection test case
(t=T).

Cross-section parallel to the y axis (x=I300m) of the initial and
simulated concentration distributions for advection test case
(t=T).

Analytical solﬁtion and computed concentrations for deposition
test case.

Analytical solution and computed concentrations for erosion

test case.

Xv

119

119

120

120

121

121

125

125



4.16

4.17

4.18

4.19

4.20

4.21

5.1

52

5.3

5.4

App]icatién of vertical one-dimensional model to the simulation
of concentration profile evolution in the Severn Estuary (t; is
low water slack): initial condition (a), field data and computed
profiles (b) to ().

Initial condition for horizontal diffusion test case.

Analytical solution curve and computed concentrations for
horizontal diffusion test case (¢ = 5 s),

Analytical solution curve and computed concentrations for
horizontal diffusion test case (¢ = 10 s).

Analytical solution curve and computed concentrations for
horizontal diffusion test case (¢ = 20 s).

Analytical solution curve. and computed concentrations for
horizontal diffusion test case (¢ = 30 s).

Location map of the Mersey ii.stuary (adapted from Agar and
McDowell, 1971).

Liverpool Bay map (1969) showing the training banks (adapted
from Agar and McDowell, 1971).

Upper Estuary of the Mersey (adapted from Price and Kendrick,
1963). -

Diagram of tides at Princes Pier, Liverpool (adapted from
Cashin, 1949). Note: figures in the curves are tidal ranges in

feet.

Xvi

126

127

128

128

129

129

133

134

136

138




5.5

3.6

5.7

5.8

3.9

5.10

3.11

5.12

5.13

Distﬁbution of surface salinity along the Mersey Estuary, 6
hours after High Water (adapted from Bowden and Gilligan,
1971).

Nature of the bed (a) and maximum stream velocities in ft/s (b)
in Liverpool Bay (adapted from Cashin, 1949).

Nature of the bed (2) and maximum stream velocities in ft/s (b)
in the Upper Estuary (adapted from Cashin, 1949),

Nature of the bottom in the Mersey Narrows based on recent
data collected by HR and MBC.

Settling velocity curves as a function of concentration for the
flocculation and hindered settling ranges based on data by HR
(1990b) and Thorn (1981). See text and figure 2.5 for parameter
definition.

Plan view of the grid used by model SUSMUD3 and
measurement positions for the field studies described in the text.
Grids used by models SUSMUD3 and TIDEFLOW3D.

Channel depths in the Mersey Narrows relative to Chart Datum
(CD = - 4.93 m OD(N)).

Water Ievels- simulated by TIDEFLOW3D and field
observations (23.07.90) at Princes Pier (adapted from HR,

1992b).

xvii

139

140

142

144

147

148

152

153

155



5.14

5.15

5.16

5.17

5.18

5.19

5.20

521

5.22

5.23

5.24

5.25

5.26

3.27

Velocities' simulated by model TIDEFLOW3D and observed
velocities (21.09.83) at Position 3 of Section 13 in the Narrows
(adapted from HR, 1992b).

Velocities simulated by model TIDEFLOW3D and observed
velocities (21.09.83) at Position 4 of Section 13 in the Narrows
(adapted from HR, 1992b).

Bottom shear stress distribution around LW slack.

Bottom shear stress distribution around HW slack.

Surface and outflow section concentration distribution in the
Narrows (HW+75 min).

Vertical concentration structure in the Narrows (HW+75 min).
Surface and outflow sectic;n concentration distribution in the
Narrows (HW+149 min).

Vertical concentration structure in the Narrows (HW+149 min).
Surface and outflow section concentration distribution in the
Narrows (HW+224 min).

Vertical concentration structure in the Narrows (HW+224 min).
Surface and outflow section concentration distribution in the
Narrows (HW+298 min).

Vertical concentration structure in the Narrows (HW-+298 min).
Surface and outflow section concentration distribution in the
Na_rrows (HW+373 min).

Vertical concentration structure in the Narrows (HW+373min).

Xviii

157

158

163

165

167

167

169

169

171

171

173

173

175

175



5.28

5.29

5.30

5.31

5.32

5.33

5.34

5.35

35.36

3.37

5.38

5.39

5.40

541

Surféce and outflow section concentration distribution in the
Narrows (HW+447 min).

Vertical concentration structure in the Narrows (HW+447 min).
Surface and outflow section concentration distribution in the
Narrows (HW+522 min).

Vertical concentration structure in the Narrows (HW+522 min).
Surface and outflow section concentration distribution in the
Narrows (HW+596 min).

Vertical concentration structure in the Narrows (HW+596 min).
Surface and outflow section concentration distribution in the
Narrows (HW+671 min).

Vertical concentration structure in the Narrows (HW+671 min).
Surface and outflow section concentration distribution in the
Narrows (HW+745 min).

Vertical concentration structure in the Narrows (HW+745 min).
Near-surface field data and model simulations at Position 2 in
Section 13 of the Narrows.

Near-bed field data and model simulations at Position 2 in
Section 13 of the Narrows.

Near-surface field data and model simulations at Position 3 in
Section 13 of the Narrows.

Near-bed field data and model simulations at Position 3 in

Section 13 of the Narrows.

Xix

177

177

179

179

181

181

183

183

185

185

190

190

191

191



542

543

544

5.45

5.46

5.47

5.48

5.49

3.50

6.1

Near-surféce field data and model simulations at Position 4 in
Section 13 of the Narrows.

Near-bed field data and model simulations at Position 4 in
Section 13 of the Narrows.

Continuous field profiles (full lines - 23.11.91) and model
simulated profiles (dotted lines - 27.07.90) at Point 10 in the
Mersey Narrows.

Continuous field profiles (full lines - 23.11.91) and model
simulated profiles (dotted lines - 27.07.90) at Point 12 in the
Mersey Narrows.

Continuous field profiles (full lines - 23.11.91) and model
simulated profiles (dotted lines - 27.07.90) at Point 14 in the
Mersey Narrows.

Discrete field profiles (02.07.90) and model simulated profiles
(full lines - 27.07.90) at Station A in the Mersey Narrows.
Discrete field proﬁlcs (02.07.90) and model simulated profiles
(full lines - 27.07.90) at Station A in the Mersey Narrows.
Discrete field profiles (02.07.90) and model simulated profiles
(full lines - 27.07.90) at Station A in the Mersey Narrows.
Model computed versus averaged concentrations over several
spring tides at the Environmental Monitoring Buoy.

Idealised equilibrium shear stress/shear rate curves for typical

materials (adapted from Kirby and Parker, 1977).

192

192

193

194

195

196

197

198

200

206



6.2

6.3

6.4

6.5

6.6

6.7

6.8

6.9

6.10

Typical time series of vertical turbidity profiles in the Severn
Estuary (adapted from Kirby and Parker, 1977). Labels on
curves are measurement times (hr.min.sec).

Typical concentration and velocity profiles for a fluid mud layer
in the Parrett estuary (adapted from HR, 1991b).

Concentration and velocity profiles for a fluid mud layer in the
Parrett, showing high velocities in the upper sub-layers (adapted
from HR, 1991b).

Definition of axes and symbols for depth-averaged formulation
of fluid mud movement.

Definitions of control volume, control surface and fluxes used
in the derivation of the continuity equation.

Block diagram representation and evolution of a fluid mud
layer.

Comparison of erosion rates for soft beds computed with
equation 2.33 with the entrainment rates predicted by equation
6.57 (u is a depth-averaged velocity). Adapted from Srinivas
(1989).

Entrainment function for the case of an arrested salt wedge,
with points obtained for mud in laboratory tests and field
measurements (adapted from HR, 1991c). -
Non-dimensional entrainment rate versus Richardson number

(adapted from Mehta and Srinivas, 1993).

217

219

220

222

225

236

240

243

245



6.11

6.12

6.13

6.14

6.15

6.16

6.17

6.18

6.19

6.20

Computationa.l grid used in the development of model
FLDMUD?2.

Friction factor f,, in the fluid mud layer as a function of the
Reynolds number (adapted from HR, 1991c).

Sketch of the experimental set-up used by Ali and Georgiadis
(1991).

Computed mobile fluid mud thicknesses and velocities at
Station S2.

Computed mobile fluid mud thicknesses and velocities at
Station S3.

Computed mobile fluid mud thicknesses and velocities at
Station S3B.

Computed mobile fluid mud thicknesses and velocities at
Station S4,

Computed mobile fluid mud thicknesses and velocities at
Station SS5.

Computed mobile fluid mud bulk densities (averaged over the
area of the flume) and laboratory-measured densities (C'=30 g/,
slope 1:20).

Laboratory-measured thicknesses of mobile fluid mud layers at
several Stations fof C'=30 g/l and slope 1:20 (adapted from Ali

and Georgiadis, 1991).

Xxii

254

260

267

278

278

279

279

280

280

281



6.21

6.22

C.1

Lab(.}ratory—measured velocities of mobile fluid mud at Station
S3 for C'=30 g/l and slopes 1:5, 1:10 and 1:20 (adapted from
Ali and Georgiadis, 1991).

Laboratory-measured bulk densities of mobile fluid mud at
Station S3A for C'=30 g/l and slopes 1:5, 1:10 and 1:20
(adapted from Ali and Georgiadis, 1991)

Normalised depth versus the transformed coordinate, as a

function of the clustering parameter.

xxiii

282

C4






”

a
a( )yenrsi()
A

Y1

LIST OF SYMBOLS

Settling parameter, depth-averaged part of generic variable o, lower
diagonal element in a tri-diagonal matrix

Deviation from depth-average value of generic variabie o

Generic form of coefficients in advection-diffusion equation

Bed layer critical erosive stress parameter, entrainment parameter,
generic numerical coefficient, final concentration at the origin of
vertical coordinate in Dobbins solution

Horizontal area

Vertical area perpendicular to the x axis

Vertical area perpendicular to the y axis

Anion Exchange Capacity

Settling parameter, buoyancy or reduced gravity, intensive property of
a system, main diagonal element in a tri-diagonal matrix, depth-
averaged part of generic variable

Deviation from depth-average value of generic variable [

Subscript denoting bed formation

Bed layer critical erosive stress parameter, extensive property of a
system, generic numerical coefficient

Settling coefficient for Brownian motion
Settling coefficient for differential settling

Settling coefficient for velocity gradients

“Upper diagonal element in a tri-diagonal matrix

Mass concentration (of generic constituent or of suspended sediment)

Time-averaged concentration

XXV



c
c,C;
oo
CD

CEC

cs

Cv

Imtlal concentration

Upper limit of the free-settling range

Upper limit of the hindered settling range

Concentration corresponding to the peak settling flux
Concentration corresponding to negligible settling velocity

Near-bed sediment concentration, near-bed concentration of sediment
class i

Drag coefficient

Residual concentration in a deposition test

Initial concentration

Concentration of fluid mud

Reference concentration in kinematic viscosity formulation
Courant number

Nodal concentration value for interpolation

Concentration value resulting from.interpolation in y* direction
Concentration value resulting from interpolation in y* , x* directions
Deviation of concentration from its time-mean value
Non-dimensional concentration, characteristic maximum
Intermediate concentrations resulting from fractional step method
Chart Datum

Cation Excllange Capacity

Control surface

Control volume

Depth-averaged part of generic variable &

Xxvi



dO’ dm 4 db

d;

d;, d;, d,

dl

e e,
€n)s €y, &
en

er

E, E,, E,

E(Riy)

fYH)
fz)

F(z) __

F, F,, F,

Thickness of low concentration layer, thickness of mobile fluid mud
layer, thickness of bed layer

Advection distance along a characteristic line

Diameters of the i and j classes of particles, sum of diameters of
classes i and j

Deviation from depth-average value of generic variable &

Grain diameter, total depth, flow depth, entrainment parameter, generic
numerical coefficient

Fickian molecular diffusion coefficient

Bed void ratio, reference void ratio

Fluid mud voids ratio, bed voids ratio, floc voids ratio
Subscript denoting entrainment

Subscript denoting erosion

Non-dimensional entrainment rate

Generic numerical coefficients

Entrainment coefficient

Coriolis parameter

Vertical effective viscosity vertical distribution function
Generic function of the cartesian vertical coordinate
Friction factor at the clear water/fluid mud interface
Friction factor at the fluid mud/cohesive bed interface

Superscript denoting values at the formation stage of a bed layer,

" entrainment parameter

Generic function

Generic numerical coefficients

Xxvii



e

N Oy

e

e

oy

g(Z)

Q

Flux at the bed or lower interface
Vertical Reynolds flux
Erosion flux

Turbulent mass diffusion flux in the n direction, term in summation
in Dobbins solution

Deposition flux
Settling flux, turbulent mass diffusion flux in the s direction
Total turbulent mass diffusion flux

Turbulent mass diffusion flux in the x direction, x component of body
forces

Turbulent mass diffusion flux in the y direction
Turbulent mass diffusion flux in the z direction
Transformed turbulent vertical mass diffusion flux
Acceleration of gravity

Generic function of the vertical coordinate obtained through the use
of the Phillips transformation

Entrainment parameter, amplification factor, absolute velocity gradient
Flow depth in a deposition test

Total depth

Height of control surface, characteristic estuarine depth, water depth
High water _

Reference of grid node in the longitudinal direction

Longitudinal unit base vector

Xxviii



hJ

N |

e *enrtes

Subscript denoting an inflow boundary

Lateral unit base vector

Reference of grid node in the lateral direction

Boltzmann constant, mean turbulence energy, settling parameter,
reference of grid node in the vertical direction

Vertical unit base vector

Flocculation settling parameter

Hindered settling parameters

Water retention coefficient during settling into fluid mud layer
Concentration at the origin of vertical coordinate in Dobbins solution

Collision frequency function corresponding to a given collision
mechanism

Collision frequency function for the case of Brownian motion
Collision frequency function for the case of differential settling
Mass diffusivity constants

Collision frequency function for the case of velocity gradients

Mass mixing length, mass mixing lengths for neutral and stratified
conditions

Momentum mixing length, momentum mixing lengths for neutral and
stratified conditions

Geometric scales of normal and tangential motions

Length, characteristic estuarine length

Advection operator in fractional step method

Xxix



Lat-cral operator in fractional step method
Longitudinal operator in fractional step method
Vertical operator in fractional step method
Dimensions of domain in advection test case
Liverpool Bay Datum

Low water

Mass, mass per unit area, deposition parameter, settling parameter,
integer

Parameters in empirical settling function
Erosion constant
Mass of flocs, mass of water

Mass per unit area released at each source i in analytical solution used
in advection test case

Total mass in a system

Number of Ax intervals in length L,
Solids mass within a floc

Vertical effective viscosity function

Bed porosity, time level, settling parameter, normal direction to a solid
surface

Flocculation settling parameter

‘Hindered settling parameter

Number concentrations (volume™ ) of the i and j classes of particles

Numerical solution

Net sediment flux vector

XXX




STl ST

s&gl

r(Rf)
r(Ri)

Advective component of net sediment vector

Diffusive component of net sediment vector

Collision frequency

Settling component of net sediment vector

Vertical momentum effective viscosity
Net vertical sediment fluxes
Ordnance Datum (Newlyn)

Probability of sediment deposition, entrainment parameter, subscript
denoting a particle’s trajectory, integer

Pressure, atmospheric pressure
Probability of deposition for sediment of class i
Number of Ay intervals in length L,

Buoyancy flux, integer

Fluid velocity vector

Time-mean value of fluid velocity vector

Deviation from time-mean value of fluid velocity vector

Non-dimensional buoyancy flux, number of AG intervals in length L

Re-entrainment coefficient, first step concentration values in the

Barakat and Clark method

Stratification function
Generic function
Residual terms resuiting from Taylor series expansion

Xxxi



R(dp/oz)
Re , Re,

Ri ,Rf ,Re, Ri,

R,R,R,R,R,

s

S(aC/oz)

St » S:a

ua: um

Generic function
Reynolds number, grain Reynolds number

Gradient Richardson number, flux Richardson number, critical value
of the flux Richardson number, critical Richardson number

Depth-averaging residuals

Second step concentration values in the Barakat and Clark method,
subscript denoting settling -

x* standard deviation of two-dimensional gaussian distribution
y* standard deviation of two-dimensional gaussian distribution
Subscript denoting a solid boundary

Generic function

Schmidt number, Schmidt number calculation constant

Time

Initial time

Non-dimensional time, reference time

Time coordinate in transformed domain

Period, absolute temperature

Stress acting in a vertical plane

X component of the velocity

Time averaged x velocity component

Depth-mean x component of the velocity

X depth-averaged velocity in low concentration layer, x depth-averaged
velocity in mobile fluid mud layer

Friction velocity

Deviation of x velocity component from its time-mean value

XXxii




=i

va.- vm

vn ’vs

ViesVirs Vi

2

Non-dimensional x velocity, characteristic x velocity
Integral of the x velocity over the mobile fluid mud layer
y component of velocity

Time averaged y velocity component

y depth-averaged velocity in low concentration layer, y depth-averaged
velocity in mobile fluid mud layer .

Velocity scales of normal and tangential motions

component of velocity vector normal to the area elements of a control
surface

Deviation of y velocity component from its time-mean value

Total volume, volume of water, volume of flocs, volume of solids
Bed formation velocity

Entrainment velocity

Low concentration suspension/fluid mud interface lowering velocity

Total volume of a floc, volume occupied by water within a floc,
volume occupied by solids within a floc

z component of velocity

Transformed z velocity component, time averaged z velocity
component

Deviation of z velocity component from its time-mean value
Non-dimensional z velocity, characteristic z velocity
Upsloping vertical velocity, upwelling vertical velocity
Reference settling velocity

Settling velocity, settling velocity of sediment class i

Median settling velocity

XXXiii



W:O ’ WIG

Ws ’J Wso

‘V, mnx, Wsmin

Mean settling velocity
Peak settling velocity, modified peak settling velocity

Non-dimensional settling velocity, characteristic maximum settling
velocity

Upper value of the settling velocity classes, lower value of the settling
velocity classes

Longitudinal cartesian coordinate, longitudinal coordinate in
transformed domain

Non-dimensional longitudinal coordinate

Position of each source i in analytical solution used in advection test
case

x* coordinate of centre of domain in advection test case, x* coordinate
of centre of two-dimensional gaussian distribution

X coordinates of measuring stations
Lateral cartesian coordinate, lateral coordinate in transformed domain

y* coordinate of centre of domain in advection test case, y* coordinate
of centre of two-dimensional gaussian distribution

Term in summation in Dobbins solution

Vertical cartesian coordinate, vertical coordinate in transformed
domain

Vertical coordinate of the bed or lower interface of a low
concentration suspension

Bed depth below initial surface, vertical coordinate in transformed
domain using Phillips transformation

Generic variable
Stratification parameters

Erosion resistance defining parameters

XXXiv




o, Coefficient in summation in Dobbins solution

A Sigma transformation parameter (derivative with respect to x)

A%A, Normalised longitudinal transformation parameter, characteristic value
' of longitudinal transformation parameter

B,B" Stratification parameters
B Parameter of sigma transformation, generic variable
B Sigma transformation parameter (derivative with respect to y)

Y Coefficient in Barakat and Clark method, coefficient in kinematic
viscosity formulation

Yo s Yo s Yy Frequencies

'i' Shear rate

r Sigma transformation parameter (derivative with respect to z)

L . Normalised longitudinal transformation parameter, characteristic value

of longitudinal transformation parameter

b Generic variable

OjgeresOs Bed shear strength parameters

Ab Interfacial buoyancy step

A, AF Time steps

AU Interfacial velocity jump

Ax | Ax” Longitudinal steps

Ay , &Y Lateral steps

A7, AG Vertical steps

Ap Interfacial density jump

Ap; , Ap; Difference- between the densities of particles of classes i and j and the

density of water

XXXV



A

€,

€, &

&

Sn » Es

€. € ,8
Epe s &
Er s &y
Eyr s &y
€5 &

ev » é v

EZ

g

Ciseensls

M

T'w ’Tlm ’nb
0

K

p—

11

Total energy dissipated per unit mass, dissipation rate of turbulence
energy, error

Depth-averaged turbulent mass diffusivities
Mass vertical effective viscosity parameters
Horizontal turbulent mass diffusivity

Mass diffusivities in the normal and tangential directions to a
coordinate line

Turbulent mass diffusivities in the x, y, z directions
Turbulent mass diffusivities in the x*, s directions
Momentum diffusivities in the x direction
Momentum diffusivities in the y direction

Non-dimensional x mass diffusivity, non-dimensional z mass
diffusivity

Vertical and modified vertical turbulent mass diffusivities
Vertical mass effective viscosity

Initial y* coordinate of particle in backtracking process, time
dependent component of numerical error, elevation from the bottom

Bed shear strength parameters
Free surface position

Position of low concentration suspension free surface, position of fluid
mud surface, position of bed surface

Schmidt number calculation constant, argument of trigonometric
function

von Karman constant
Coefficient in Barakat and Clark method

Dinamic viscosity

Xxxvi



p*
Po
Pi s P
Pr
Prs P
P

pw,pfsp:

Kinematic viscosity

Normalised x coordinate, initial ¢ coordinate of particle in

backtracking process

Time-averaged density

Bed bulk density

Depth-averaged deﬁsity of low concentration suspension
Densities of particles of classes i and j

Depth-averaged density of fluid mud, density of fluid mud
Reference density, density of arbitrary fluid

Particle density

Density of water, density of flocs, density of solids
Vertical coordinate in transformed domain

Non-dimensional vertical coordinate, characteristic
transformed depth

Viscous stresses
Initia] t* coordinate of particle in backtracking process
Time mean bottom shear stress, bottom shear stress

Critical shear stress for bed formation

estuarine

Stresses at the fluid mud/bed interface in the x, y directions

Lower value of critical shear stress for deposition, upper value of

critical shear stress for deposition

Critical shear stress for deposition, critical shear stress for deposition

of sediment of class i

Critical shear stress for erosion, critical erosive stress of a bed layer

Critical shear stress for settling into fluid mud

XxXxvii



Floc shear strength

Shear stress at low concentration suspension/fluid mud interface,
stresses at the low concentration/fluid mud interface in the X, ¥
directions

Bed shear strength
Reynolds stress in z plane and in x direction
Sigma transformation parameter (derivative with respect to t)

Normalised time transformation parameter, characteristic value of time
transformation parameter

Angle between a sigma surface and the horizonta]
Frequency distribution of the settling velocity classes
Initial x* coordinate of particle in backtracking process

Angular velocity in advection test case, exact numerical solution

Xxxviii



CHAPTER 1
INTRODUCTION

1.1 Problem Significance

Coastal areas have traditionally offered significant advantages for human settlement.
It is estimated that some two thirds of the world’s population live in areas distant less
than 80 km from the coastline and at elevations less than 15 m relative to mean sea
level. Estuaries, in particular, have witnessed the development of numerous urban
centres on their banics (most of the world’s largest t;:itics are located around estuaries),
due to the valued combination of sea accessibility, sheltered harbours and the
possibility of inland navigation with the availability of fresh water from the upland
rivers. Population growth and the rapid industrial development of many estuarine
centres has led to intensive use of estuarine waters and to competing demands. In fact,
the needs associated with port development, navigation and wastewater disposal soon
became contradictory with those related to recreational uses and to the preservation

of natural aquatic diversity.

Estuaries are meeting places, transitional areas, between land and sea, providing
support to a wide variety of life forms due to the natural nutrient wealth of their
waters and surrounding wetlands. Sensitive areas in estuarine environments usually
include fish spawning grounds, invertebrate habitats and bird reproduction areas.
 Estuaries can also act either as collecting areas or conveying routes for suspended and

dissolved materials, originating either from rivers or the sea.



Among the many problems related to anthropogenic activities in estuarine

environments those related to sediment dynamics are often of very significant

economic and ecologic. importance. Such aspects include:

b)

d)

Problems related to changes in estuarine topography, due to land reclamation
or dock construction, and in the nature of the estuarine environment, due to

wetland drainage and urban development.

Problems related to changes in estuarine bathymetry due to dredging of
navigation channels and port basins, dumping of dredged materials and

scouring or shoaling of estuary channels due to hydrodynamic modifications.

Issues related to the effectiveness and safety of man-made structures and to

operation costs in estuarine ports and harbours.

Water quality problems, due to adsorption or desorption of pollutants by fine
grained sediment which can affect invertebrates and fish; such effects can

either be caused by physico-chemical changes in the water or by mechanical

action (dredging).

Water quality problems due to increased turbidity, thus inhibiting light
penetration, causing a decrease in phytoplankton production and,

consequently, in the amounts of food available for fish consumption.




In general tel;ms it can be stated that sediment dynamics conditions the configuration
and overall behaviour of estuaries and that the knowledge of sediment distribution and
the ability to predict changes in the patterns of sediment circulation are of fundamental
importance for the global management of such water bodies. In particular, the
knowledge of the behaviour of the finer fractions of estuarine sediment is paramount,
since aggregation of particles (related -to the cohesive properties of the clay
mineralogic fraction and to the presence of organic matter and microorganisms in the
water) determines the behaviour of most estuarine sediments (commonly known as

muds), even when a large percentage of the sediment is non-cohesive,

1.2 Objectives and Methodology

Studies of sediment dynamics in estnaries have commonly been performed in the past
through field studies and physical and numerical modelling. Such studies have
generally been carried out by using an appropriate combination of the above methods,
their choice being conditioned by the purpose of the study, the costs involved and, in
the case of engineering studies, the desired degree of accuracy of the project.

Field studies can be used either as a way to provide data and validate model
applications or, by themselves, aiming at identifying and solving particular problems.
The costs involved and the practical difficulties connected with large lscale synoptic
studies prevent the latter approach from being fully effective, while the first is always

a fundamental contribution to the success of modelling efforts.



Physical modelliﬁg provides a global picture (i.e. individual processes are not isolated)
and has been successfully applied. in the past to solve hydrodynamics problems,
although sediment dynamics problems have been studied less effectively. In particular,
the complex physico-chemical nature of the finer, cohesive, fractions of sediment and
of the cohesion forces between particles have prevented, so far, a suitable type of

model sediment to be found and used in such studies.

Numerical modelling of estuarine systems (or system modelling) is strongly dependent
on the state of knowledge that exists at a particular time, on sediment processes and
how these are described in mathematical terms (process modelling). In the particular
case of cohesive sediment the need to describe, as accurately as possible, a large
number of interacting processes, i.e. processes in which flow and sediment mutually

influence themselves to various degrees is certainly an additional difficulty.

Numerical modelling has been extensively applied in the past to solve estuarine
problems and is still an active field of research. In an ideal situation, fully
three-dimensional tidal models, solving a coupled set of momentum and continuity
equations for water and several transport equations for salt, sediment and other
pollutants, including the associated equations for turbulence description, some of
which must incorporate modules for chemical and biological reactions, should be used.
Moreover, in wide estuaries, wetting and drying of tidal flats should be accounted for,
-as-should the effects of waves and winds and their interactions with currents and

turbulence, in order to achieve a complete description of the phenomena involved. The




computational complexity of such a methodology and the lack of basic knowledge to
describe a large number of physical and chemical processes involved, as well as
limitations of computer hardware, currently prevent the use of such an approach for

a complete estuary.

Present philosophy is to neglect many interactions and to reproduce only dominant
processes in models; in this way it is possible to combine together a series of system
models to study estuarine fine sediment movements in three dimensions. An example
of such an approach is the TIDEFLOW System of Hydraulics Research Ltd. (HR).
While the TIDEFLOW System is able to study parts of large estuaries and the whole
of small estuaries, it can only use a limited number of layers to describe the averaged
flow and sediment concentrat.ibns over each one of them (typically eight to ten layers
are used over the maximum flow depth). In many situations, however, it is necessary
to have much more detailed information of near-bed processes. Moreover, in high tidal
range estuaries with large fine sediment inflows, it is necessary not only to consider
the separate motion of high concentration fluid mud layers (as in model FLUIDMUD-
2D of HR) but also to describe sediment exchanges between such layers and the lower

concentration layers above, as part of the models to be developed.

The main purpose, therefore, of the present investigation was to develop theoretical
formulations and numerical models to describe cohesive sediment transport in three
dimensions, incorporating recent research results related to the pertinent physical

processes, and numerically formulated using the techniques most adequate to each



process, in order fo improve accuracy relative to existing models. The description of
the dynamics of fluid mud layers was considered essential as also was the need to be
able to use a fine vertical discretisation in areas of the domain where large
concentration gradients are to be expected. The research was also developed keeping
in mind the need for practical engineering tools aimed at solving particular problems

with adequate accuracy.,

1.3 Organisation of Thesis

A summary of the different physical processes related to cohesive sediment dynamics
in low to medium concentration estuarine environments is presented in Chapter 2.
Process modelling results obtained to date are reviewed and evaluated from an
engineering modelling approach, i.e. from the viewpoint of their applicability in

models with predictive capabilities within reasonable computational requirements.

In Chapter 3 the transport of cohesive sediment in suspension is introduced from the
mathematical viewpoint, modelling options are reviewed and the formulation of a
three-dimensional model is presented. The methods used in the development of the
numerical model and test results of the main computational units are described in
Chapter 4. The application of the model to the simulation of suspended fine sediment
transport in a tidal channel (the Mersey Narrows, in the UK) is presented in Chapter

5.




Chapter 6 deals with the transport of near-bed high-concentration suspensions. The
physics of such suspensions and the assumptions for mathematically formulating the
movement of sediment under those conditions are presented and a numerical model
is developed. Application of the latter model to a laboratory situation is presented and

discussed in the same chapter.

A summary of the research, the pertinent conclusions and recommendations for future

work are presented in Chapter 7.






CHAPTER 2
ASPECTS OF FINE SEDIMENT DYNAMICS IN ESTUARIES

2.1 Introduction

Field measurements of suspended sediment concentrations in estuaries and coastal
areas where fine sediments are predominant usually show long periods of
near-constant concentration, interrupted by relatively short periods of rapid variation;
such periods, which occur around slack water, can still be divided into settling-
dominated periods, in which concentrations abruptly decrease, and re-entrainment-
dominated periods, in which a sudden increase in concentration restores its previous

level,
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Figure 2.1 Suspended sediment concentration as a function of time in a high
concentration environment (Hangzhou Bay - People’s Republic of China). Adapted
from Feng (1990).



Figure 2.1 (Feng, 1990) obtained during a neap tide in Hangzou Bay (People’s
Republic of China), a high turbidity, fine sediment environment, gives a good
description of the phenomenon, althougl-a the hourly intervals between measurements
prevent a finer representation. A general framework for the description of fine
sediment transport processes in estuaries will, therefore, identify two main

components:

(i) a horizontal transport component, in connection with horizontal advection
phenomena, which is dominant during most of the tidal cycle and is expressed
through measured concentration values at any given point which are almost

constant in time;

(ii) a vertical transport component, in connection with vertical settling and
diffusion and with sediment exchanges with the bed, whose effect is dominant

around slack water, when sudden variations in concentration are apparent.

From the above two transport components, the latter combines the physical phenomena
which make fine sediment transpdrt distinctive in relation to the transport of dissolved
constituents (salt, for example) and, to a lesser extent, of coarse sediments.
Furthermore, and although the vertical component of transport is only dominant during
relatively short periods within the tidal cycle, it is within these periods that most
exchanges with the bed take place. Therefore, it is crucial for an accurate description

of fine sediment dynamics in estuarine environments that the physical processes
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contributing to the vertical component of transport are correctly identified and
modelled and, in particular, those processes through which sediment is exchanged

between the bed and the water column,
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Figure 2.2 Classical definition of water column/sediment bed transition and of the
vertical sediment fluxes (adapted from Mehta, 1989),

Schematic descriptions of the phenomena involved in the vertical dynamics of fine
sediment under the action of tidal currents are presented in figures 2.2 and 2.3, Figure
2.2 shows the classical process description, commonly associated with low and
medium concentration environments, in which a sharp transition is assumed between
the water column and the cohesive bed, Figure 2.3 presents an idealised profile and
flux definition for the cases in which the transition between the water column and the
cohesive bed is made by a high concentration layer, known as fluid mud, which
exchanges sediment with the. water column and the bed through different processes
than in the first case. Such layers, with thicknesses ranging from tens to hundreds of

centimeters, have been detected in high concentrations environments and it has been
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hypothesised that they may represent a more widespread feature in estuarine

environments than currently thought.
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Figure 2.3 Idealised definition of water column/sediment bed transition and of the
vertical sediment fluxes, in the presence of fluid mud (adapted from Mehta, 1989).

In this chapter a review of the physical processes of interest for the classical
description of fine sediment dynamics; as shown in figure 2.2, will be presented.
However, the higher complexity of the near-bed processes (and corresponding fluxes)
associated with figure 2.3 strongly recommends that the properties of fluid mud layers
are investigafcd, so that an improved bed boundary condition can be introduced in
transport models, The generation, dynamics and destruction of fluid mud layers and

the pertinent physical processes will, therefore, be separately described in Chapter 6.
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2.2 General Properties of Fine Estuarine Sediments

The most commonly found sediments in many estuaries are generally described as
muds. Typically these are mixtures of fine sediment fractions (in the clay and silt
grain size ranges), organic matter of diverse nature, salt or brackish water and, in
certain cases, even small amounts of coar'serr sediment size fractions (fine sand,
mainly). The behaviour of muddy sediments in aquatic environments is complex as,
unlike coarser sediments, it is not uniquely determined by grain size distribution
(Berlamont et al., 1993); in fact, not only the physico-chemical properties of both mud
components and the surrounding fluid are relevant, but flow characteristics have also

to be considered.

Regarding the sediment fraction of muddy materials two different criteria can be
applied: (i) a grain size classification; (ii) a mineralogic classification, related to

particle activity or ability to interact with other particles, forming aggregates.

In terms of the grain size classification of sediment, coarse fractions are defined as
those having particle sizes greater than 63 um, while the fine fractions can be divided
into silt (coarse silt: 20-63 pum; medium silt: 6-20 um; fine silt: 2-6 pm) and clay

(particle sizes less than 2 pm).

In terms of the mineralogic criterion a less well defined boundary, in the size range

of 20 to 40 pm, separates active or cohesive materials, i.e. materials for which
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interparticle a@ﬁon forces may become higher than gravitational forces, from inert
or cohesionless sediments. This difference in behaviour results from the mineral
composition of the sediment and should not be directly related to particle size,
although most cohesive particles actually have sizes in the clay grain size range
(Mehta et al., 1989). Cohesive particles are generally of clayey mineralogic nature,
which presents particle sizes usually less than 10 um and, typically, less than 2 pm
(Gorsline, 1984), although it has been reported by Unséld in 1982 that quartz particles

of sizes less than 10 pm also present cohesive properties in water (McCave, 1984).

In a mineralogic sense, clays are composed of a family of silicate minerals with sheet
structures and possess the property of ion exchange, reflecting the existence of
unsatisfied bonds on and within the sheet structures (Gorsline, 1984). This property
provides a mechanism for transfer of organics and metal jons (a fundamental aspect
for environmental studies) and is the primary factor for aggregation of clay particles
in marine environments. Common clay groups are kaolinites, montmorillonites and
illites, From the viewpoint of their mineralogy, silts are typically heterogeneous
mixtures of detrital primary minerals of which quartz is most common, and feldspars

and ferromagnesian minerals are common accessories (Gorsline, 1984).

Organic matter found in muddy sediments can have different origins, natures and
molecular shapes but is particularly important in forming aggregates and in binding
mineral particles, through processes known as organic aggregation and bioflocculation

(when living organisms are intimately associated with the aggregates). Formation of
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organic aggregates in estuarine waters is a common phenomenon where high levels
of dissolved organic matter exist and seems to be predominantly due to

polysaccharides, polymers produced by micro-organisms (van Leussen, 1988).

The main differences in behaviour between muds and coarse sediments are,
* consequently, due to the ability of the primary particles of the former to cluster or
aggregate, producing larger particles, called flocs or aggregates'; this is due to the
cohesive properties of the active sediment fraction in salt water, to the binding action
of the organic molecules and to strong  biological glues produced through
bioflocculation processes. The process of aggregation does not continue indefinitely,
however. Flocs are destroyed under the shearing action of the surrounding turbulent
fluid, leading to the existence of upper values for the floc sizes under given

hydrodynamic conditions.

Floc aggregation and breakup largely control the transport of mud particles in estuaries
as the properties of the flocs, such as floc size, floc size distribution, floc density and
floc strength, influence most phenomena relevant for a description of transport and its
modelling to a much larger extent than the properties of primary particles. In very
general terms floc properties influence settling fluxes (through their dependence on the
settling velocity) as well as deposition fluxes (through their dependence on the settling

velocity and on the probability of deposition) and erosion fluxes (through the bed

"In this work the clustering of particles is indistinctly called flocculation or aggregation
and the resulting clusters are also indistinctly referred to as flocs or aggregates. Both
descriptions appear in the literature.
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intergrain cohesive strength and susceptibility to crushing or re-arrangement due to

overburden).

In order to understand floc creation and destruction and the properties of the existing
suspended flocs, at a given time, it is useful to decompose such processes into three
main components: collision mechanisms and aggregation mechanisms, which lead to
the binding of particles, and breakup mechanisms, leading to the destruction of flocs

(van Leussen, 1988).

When primary cohesive particles exist in suspension it is necessary, for aggregates to
be formed, that such particles are brought together close enough so that attractive
forces become dominant. The collision frequency, N; (number of collisions occurring
per unit time and per unit volume) between two classes of particles of diameters d,

and d; can be written as
Ny =K(d, dj)n‘.nJf 2.1)

where n, and n; are the number concentrations (volume™) of the i and J particles and
K(d; ,d) is the collision frequency function corresponding to a given collision
mechanism (van Leussen, 1988). The main collision mechanisms are (Krone, 1978;

van Leussen, 1988):

(2) Brownian motion, which is the irregular and random motion_of colloidal

particles hit by thermally agitated water molecules. This is an important
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mechﬁsm at the beginning of the flocculation process, when the particles are
still very small. Brownian motion produces aggregates having a ragged
structure, weak and easily broken by low velocity gradients in the fluid or
crushed in a deposit. Flécculation caused by this mechanism is called

perikinetic flocculation and the corresponding collision frequency function is
. 2 T
2kTd;

, (2.2)
M 3pdd,

where d=d;+d, , k is the Boltzmann constant, T is the absolute temperature and

B is the dynamic viscosity of the liquid.

(b} Velocity gradients in the surrounding turbulent fluid, which are particularly
important in the mixing zone of an estuary. They tend to produce spherical
aggregates, which are stronger than those formed ‘A by other collision
mechanisms. The frequency of collisions due to this mechanism is proportional
to both the particle size and the velocity gradient. Flocculation caused by
velocity gradients is called orthokinetic flocculation and the corresponding

collision frequency function is

G (2.3)

where G is the absolute velocity gradient
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G-t . 2.4)
v

€ is the total energy dissipated per unit mass and v is the kinematic viscosity
of the fluid.

&c) Differential settling of the suspended particles, which is most effective for
larger particles and contributes to the rapid clarification of waters during
near-slack periods in high concentration mixing zones. There is little stress on
aggregates colliding under such conditions and, as a result, they are ragged,
weak (easily dispersed by low velocity gradients) and have low density. The

corresponding collision frequency function is

_ ng 2 :
Kos™ Tup. Gi*4) (A p,d} -2 0jd) 2.5)

where, besides the symbols aiready defined, g is the acceleration of gravity,

Pws P; and p; are the densities of water, i particles and j particles, respectively,

and Ap=p, - p, , Ap=p; - p,, .

Comparison between the number of collisions due to Brownian motion and velocity
gradients, based on the respective collision frequency functions, seems to indicate that,
for estuarine conditions, velocity gradients are a much more important mcchanism than
Brownian motion, -although the latter can be important at the beginning of the

ﬁocéulation process of very fine particles, of about 1 pm. For larger dimensions, 5 pm

or higher, differential settling is, generally, the dominant mechanism amongst the
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three, with velocity gradients showing similar collision frequencies only for high
values (10 s™) of the absolute velocity gradient, which mainly occur near the bottom

(van Leussen, 1988).

Once cohesive particles are brought close enough for some floc formation to take
Place, a certain percentage of collisions must result in adhesion of particles, through
aggregation mechanisms. The effectiveness of the collisions in forming aggregates is
a measure of the stability of the suspended particies and the suspension is called stable
or deflocculated when the dispersed particles are capable of remaining independent
entities within the suspension (van Leussen, 1988). The main aggregation mechanisms

are salt flocculation, organic aggregation and bioflocculation.

Clay sediment particles show electric surface forces: in general terms, negative charges
are found on particle faces, due to isomorphic substitutions of divalent ions by
trivalent or tetravalent ions, and positive charges are found on the edges due to the
existence of exposed cations. The negative charges are measured by their capacity to
attract cations, neutralising them. This is known as the Cation Exchange Capacity
(CEC), and is usually expressed in. terms of milliequivalents per 100 grams of the clay
mineral. Higher values of the CEC denote less stable clay minerals (see table 2.1).
Similarly, an Anion Exchange Capacity (AEC) can be determined, although the
corresponding laboratory techniques have been reported to be less reliable. The ratio
CEC/AEC ranges from 0.5 for kaolinite to 6.7 for montmorillonite (Grimm, 1962).

Furthermore, a second attractive force results from instantaneous dipole attraction
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between atoms for each other, the omnidirectional Van der Waals force (Krone, 1978).
This force is generated within the mass of the particles and decays very rapidly with
distance (Partheniades, 1973). An additional bonding mechanism is chemical

cementation due to the presence of, among others, iron oxides (Partheniades, 1973).

Table 2.1 ' o
Cation Exchange Capacity of Typical Clay Minerals (Adapted from Grimm, 1962).

I Clay Mineral CEC (meq / 100 g)
Kaolinite 3-15

Haloisite 2H,0 ® 5-10

Ilite 10 - 40

Montmorillonite 80 - 150
1

* Haloisite 2H,0 is the low hydration form of the mineral, commonly found in
nature.

When clay particles are suspended in waters with very low salt concentration,
positive edges are attracted to negatively charged faces and an open floc structure
results. In saline or brackish environments, however, the negatively charged faces
attract cations, while, less importantly, edges attract anions. The adsorbed ions, due
to to their thermal motion, surround the plate-like clay particles, forming what is
known as a double layer, of thickness dependent on ion size and valence, and
causing particles to repulse one another. If the concentration of dissolved ions in
the suspending water increases, the difference in ion concentration between the
double layer and the surrounding fluid diminishes and particles are allowed to get

closer before repulsion is effective: attractive surface and van der Waals forces can
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then cause éggregation to occur (Krone, 1978). Cohesion of clay particles in salt
water rapidly develops at salinities between 0.6 and 2.4 g/l, depending on clay
mineral type (Krone, 1978). This simple aggregation mechanism is, however,
further complicated due to the existence of metallic or organic coatings on most
estuarine particles which, effectively, blanket the electrostatic properties of the

- original materials (van Lenssen, 1988).

Organic aggregates found in estuaries have sizes from a few micrometers to several
millimeters. Such aggregates consist of mineral particles and organic matter,
strongly bound together, often with the inclusion of living organisms (i.e. bacteria,
phytoplankton), as reported by Eisma ( 1986). Two types of organic aggregates
have been observed in estuaries: microflocs, up to 125 um, which consist of
mineral particles and organic matter, and macroflocs, up to 4 mm, which are
clusters of microflocs and mineral particles. However, much larger aggregates
(called macroscopic aggregates or marine snow) have been observed in the open
ocean; these are irery fragile and do not withstand common sampling methods, their
sizes ranging from a few millimeters to several meters (van Leussen, 1988).

In shallow inshore waters (like estuaries), where the levels of dissolved organic
matter are high, microorganisms produce polymers which can be adsorbed at the
surface of colloidal particles, in one or more sites, and increase in size, through
bacterial colonization and growth and subsequent adsorption of more dissolved

organic matter. The long polymer molecules extend into the solution and if they are

21



able to interact Vwith other colloidal particles (i.e. if they are longer than the
repulsive layer thicknesses at the particle’s surfaces) will adsorb at the surface of
other particles and form aggregates (bridging mechanism). Organic flocculation can
happen at low polymerfc concentration. For polymers with the same charge it
requires the presence of a dissolved salt, the concentration of which is, however,

much lower than that needed for salt flocculation (van Leussen, 1988).

The size growth of the flocs formed either by salt flocculation or organic and
biological aggregation, is limited by breakup mechanisms. Different modes of floc
destruction have been prop__qsed 11 the literature: (i) floc fracture, producing smaller
flocs; (ii) surface erosion by turbulent drag, taking place particle by particle. As
larger floc sizes having higher settling velocities also have lower strengths they are
unable to resist the increasingly high shear stresses in the lower layers, as they
settle. In practice, as shown by several studies, the maximum floc size, at a given
level, is in the same range of dimensions as the smallest turbulence eddies,
although it is still impossible to quantitatively predict the maximum floc size in a
given turbulent system (van Leussen, 1988). Breakup of flocs is mainly related to
turbulent processes in the region close to the bottom (wall region or inner region)
where the strongest shear and lift forces occur, thus controlling the size and shear

strength distribution of both suspended and deposited aggregates (Mehta and

Partheniades, 1975).
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Under the iﬁﬂuence of turbulence and due to the properties of the sediment
fractions and organic matter a continuous process of floc generation and breakup
takes place in the water column and may originate, for a given tidal condition, a
quasi-equilibrium situation characterised by floc sizes, a floc size distribution, floc
densities and floc strengths. Aggregates, either formed through salt flocculation or
organic and biological aggregation, present an ordered structure; i.e. they occur in
several orders of aggregation and show discontinuities in the values of their

properties.

Figure 2.4 Orders of aggregation of sediment for the case of salt flocculation
(adapted from Krone, 1978).

Orders of aggregation of sediment due to salt flocculation (figure 2.4) were studjed
by Krone: assemblages of primary particles form zero order aggregates (particle
aggregates, pa) while first order aggregates (particle aggregate aggregate, paa) consist

of aggregates of several zero order aggregates. Aggregates of first order aggregates are
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called second order aggregates (paaa), etc. Increasing orders of aggregation are

designated pna with -1 identifying the order of aggregation (Krone, 1978).

Both aggregate densities and shear strengths decrease with increasing order of
aggregation (table 2.2). In estuarine environments lower order, stronger, aggregates are
formed close to the bottom in zones of high shear while higher order, weaker,
aggregates are formed in upper layers which, in the absence of wind, are zones of

lower shear.

Table 2.2
Properties of Suspended Aggregates Formed Through Salt Flocculation (Adapted
from Krone, 1978).

Aggregate m Philadelphia m Gulfport White River |
Order Bay District Harbour Channel (saline)
Pt Tgs Pr |” Ta Pe T Pr Ty P: T
_ _ﬁL—r___—_ —
0 1269 ¢ 22 1250 21 1164 34 1205 4.6 1212 49
1 1179 0.39 1132 094 1090 0.41 1106 0.69 1109 0.68
T2 1137 0.14 1093 0.26 1067 0.12 1078 047 1079 047
3 1113 0.14 1074 0.12 1056 0.062 1065 0.18 1065 0.19
4 1098 0.082
5 1087 0.036
6 1079 0.020
i I —— I

Note: Floc density p, in kg/m’, floc shear sfrength T in Pa. Floc densities are for
interstitial fluid p,= 1025 kg/m’.




Obsewaﬁoné by Eisma (1986) also indicate that, similarly to what happens with salt
flocculation, there are two levels of organic and biological aggregation: the weak
macroflocs are built of smaller and more resistant microflocs and of single mineral
particles, all of them undérgoing a continuous process of breaking up and reformation.
Microflocs consist of mineral particles and organic matter and their formation is
strongly related to the origin of the latter, to the organisms producing it and to shear
dominated resuspension and deposition conditions. Stability of the microflocs is likely
to be determined by the binding strength of the organic matter in relation to the total
mass of the floc. Macroflocs are formed under conditions of less turbulent flow and,
due to their fragility, are p_rpbably held together by organic coatings on the building
particles, rather than by strong organic glues (Eisma, 1986). Although data on
aggregate densities and shear strengths does not seem to be available regarding
organic aggregates, variations in such properties with respect to the order of
aggregation which are similar to those of salt flocculation aggregates would be

expected.

2.3 Settling Velocities and Settling Fluxes

2.3.1 General Aspects

Settling of sediment particles is usually described by a terminal settling velocity,
which ‘combines together the effects of gravitational forces, viscous drag on the

particles and interparticle interactions. Due to the salinity levels in estuarine
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environments, ﬁné sediment particles are generally found in a flocculated condition,
as a result of the collision, aggregation and breakup mechanisms described in the
previous section. Therefore, the settling velocity isa highly time dependent parameter,
given the influence of tidal hydrodynamics and sediment concentrations on such
processes. Typical values of the settling velocity for marine and estuarial
environments, as reported by several authors range from 10*to 1 mm/s (Mehta et al.,
1989) although Berlamont et al, (1993) indicate higher values, in the range 10%to 10

mm/s.

Flocs differ from primary sediment particles in three main aspects, which are relevant

for settling:
(i) their size is larger than that of primary particles;

(i) their density is lower than that of the primary particles, due to the existence

of trapped interstitial water;

(iii) their shape is generally more spherical than the plate-like shape of the primary

particles, which corresponds to reduced drag.

From the above factors, the increase in fall diameter and the reduction of drag are
more significant than the decrease in density and, consequently, the settling velocities

of the flocs are substantially higher than those of individual particles. The magnitude
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of the aggregate diameter and of the settling velocity are, moreover, only slightly

dependent on the primary particle diameter.

The settling velocities of cohesive sediment particles (primary particles and flocs) have
been found to be strongly dependent on the mass concentration (a convenient bulk
parameter indirectly expressing the multipl;e f;mtors related to aggregation) and, if
secondary effects such as those of temperature and salinity are neglected, fall within
three ranges (figure 2.5): free settling, flocculation settling and hindered settling. A
summary of the physical features of each settling regime is presented in the next

subsections.
2.3.2 Free Settling

Free settling occurs for low concentrations, i.e. below a free settling limit, C, , of,
typically, 100 to 300 mg/! (Mehta, 1989). In this range the particles settle
independently, without mutual interference; their terminal settling velocity is a result
of the force balance between drag and net negative buoyancy. In the viscous range

(Re,<l, where Re,=W.D/V) the drag coefficient is

24
D Re

5

(2.6)

and the terminal settling velocity for spherical particles is (Vanoni, 1975)
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* 18 B
where D is the grain diameter, p, and Py are the particle and fluid densities, g is

w-D? ( P.-PWJ g 2.7

the acceleration of gravity, and p and v the dynamic and kinematic viscosities of the
fluid, respectively. Fine estuarial sediment in dispersed or quiescent conditions
typically falls within these conditions although the shape of the particles requires the

use of an effective particle diameter (Ross, 1988).
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Figure 2.5 A general description of settling velocity and settling flux variation with
. suspended concentration of fine sediment (adapted from Costa, 1989).

2.3.3 Flocculation Settling

When the suspension concentration becomes higher than the free settling limit c,

increased frequency of interparticle collision causes an increase in aggregation and
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higher settling velocities. The general expression for the settling velocities in the

flocculation range is

W=k C™ (2.8)
The theoretical value of n,, based on the kinetics of flocculation, is 4/3 (Kronc, 1962)
but, in practice, it has been found to vary between 1 and 2 (Mehta, 1986). The
coefficients in equation 2.8 may be determined in laboratory settling columns or in
field tests; values determined by the latter procedure have been found to be higher by
as much as an order of magnitude than those corresponding to the former, using the
same sediment (Owen, 1971). This is due to the effect of local flow shearing rate on

the aggregation conditions which is expressed through coefficient k,.
2.3.4 Hindered Settling

For concentrations higher than a value C, of about 2 to 5 g/l the settling velocity
decreases with the concentration, This is a result of hindered settling, a phenomenon
in which aggregates become so closely packed that the fluid is forced to flow between
them, through increasingly small pores, for settling to continue. The general expression

for the settling velocity in the hindered settling range is

W,=Wl1-k,(C-C,)I™

(2.9)
=W(1-k,C )*
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where Wy, is the settling velocity that corresponds to C,, ie. the maximum

velocity of the flocculation range, FQ is the inverse of the concentration in excess of

C, at which W;=0 and n, is usually taken as 4.65, based on the work of Richardson
and Zaki (1954) on the settling of systems of particles whose formulation directly
corresponds to the second form of equation- 2.9. Coefficients in equation 2.9 are
usually determined from laboratory settling tests as the rate of upward escape of
interstitial water becomes dominant over the effects of flow shearing on aggregation.

For concentrations higher than C, settling becomes negligible.
2.3.5 Alternative Formulations

While equations 2.7 to 2.9 are commonly used to describe the settling velocities, other
formulations have also been used by different authors. An expression for the combined
flocculation and settling ranges, resulting from a modification to an expression

originally proposed by Wolansky et al. (1989) was used by Hwang (1989) as

_ ac"
n; ——_(Cz+b2)"' (2.10)

where @ , b , n and m are settling parameters. Curves obtained by the same author for

sediment from Lake Okeechobee (Florida, U.S.A.) are presented in figure 2.6.
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Hayter and Pakala (1989) used an empirical relationship obtained by Farley and Morel

(1986) to derive the following expression, valid for low concentration suspensions

W,=(BpsC23+BC19+B,, C1)Az [AC @.11)

where B)s, Bsg and By, are the coefficients for the differential settling rate, internal
shear rate and Brownian motion, respectively, obtained by Farley and Morel and AC
is the difference in concentration between two vertical points (grid nodes in a
numerical model) separated by a distance Az. In the hindered settling range Hayter

and Pakala used the Richardson and Zaki (1954) equation as

W =W .(1-kC)’ (2.12)

where, again, W, is a reference settling velocity and k the inverse of the hypothetical

fully settled sediment concentration. The reference settling velocity is obtained by the
same authors by equating both settling velocity expressions (equations 2.11 and 2. 12)

at C=C,.

In an attempt to improve the description of settling by considering several size
fractions and recognising the need to describe the interactions between size fractions
Krishnappan (1990) developed a veftical transport model which included a flocculation
component as well as a transport component solving the one dimensional advection-
diffusion equation. The flocculation component of the model uses a coagulation

equation which expresses the rate of change of the number of particles per unit
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Figure 2.6 Settling velocity curve corresponding to equation 2,10 and settling flux
curve determined using the same equation (adapted from Hwang, 1989),

volume of a particular size class ; as a result of collisions with particles of all other
classes j; the rate of change is, in turn, a function of the number concentrations for
each size class and of the collision frequency functions between two classes, which

measure the probability of collision in unit time.

Assumptions used in the flocculation component allow only binary collision processes
(i.e. those involving two particles) while setting a unity probability of coalescence (or
coagulation factor) for every pair of particles’that collide and imposing conservation
of the volume of collided particles. Furthermore, as the mode] was appiied to the
simulation of sediment settling in a stagnant water column, only differential settling
was considered, using a formulation similar to that in equation 2.5. Particles, assumed
spherical, are divided in discrete ranges, each range being materialised i a bin, in

such a way that the mean particle volume in a bin is twice that in the preceding bin;
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collisions between particles of bins i and j (j<i) are assumed to produce new particles
fitting into bins i and ié+1 , through allocation functions, computed from the particle
volumes in the bins involved. Application of the calculation procedure to each bin

produces the new particle size distibution over a time step.

The model was applied to the simulation of settling tests in quiescent water solutions
with sediment in both flocculated and unflocculated conditions (in which case the
flocculation component of the model was not used). Comparison of the time evolution
of the total concentrations at a given level of the settling bottle used in the tests with
model predictions showed a good fit for both the flocculated and unflocculated
sediment tests. Comparison of the time evolution of the measured and computed size

distributions at the same level also showed good agreement for the unflocculated tests

TEST NUMBER
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4
[ —_— Model Prediction
-}

10t M ?  Experimental Dato
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Settiing Time (x)

Figure 2.7 Time evolution of total volume concentration for the settling column
tests simulated by Krishnappan using a model with a flocculation component
' (adapted from Krishnappan, 1990).
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but a similar combarison for the flocculated tests which would allow full evaluation
of the model’s flocculation component was not possible due to floc breakup by the
instrument used for size analysis in the laboratory.

Discrepancies found between laboratory data and model simulations can reasonably
be attributed to the nature of some of the assumptions used: in the model two
colliding spherical particles will always coallesce to produce a new spherical particle,
whose volume will be equal to the sum of the volumes of the initial particles, will
have the same density of those particles and will settle with a velocity given by Stokes

law without any correction for shape.

Despite the good agreement with laboratory data for the cases in which comparisons
were possible, the difficulties found by Krishnappan in verifying his model, even for
the case of a relatively simple experiment seem to indicate that a settling by class
modelling approach, although promising, will not be of immediate use for engineering

applications.
2.3.6 Settling Flux

The behaviour of the settling flux, itself, can be seen in figure 2.5, according to
equations 2.7 to 2.9. The settling flux grows with the concentration within the
flocculation settling range and for the lower concentrations of the hindered settling

range. However, within the hindered settling zone, the settling flux reaches a
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maximum, for C=C;, and decreases for higher concentrations. This phenomenon is
known as hindered settling flux. The settling flux curve produced using the settling

velocities calculated through equation 2.10 is also presented in figure 2.6.

2.4 Vertical Diffusive Transport

In a water column, settling is counterbalanced by the vertical transport of mass
resulting from turbulent fluctuations of both the vertical velocity and the concentration
field. In most modelling applications variables are averaged over a time scale larger
than that of the turbulent fluctuations and, in a similar way to the description of the
turbulent fluxes of momentum, known as the Reynolds stresses, turbulent mass fluxes
(or Reynolds fluxes) must be described in terms of know.n or calculable quantities.
The set of approximations used to describe Reynolds stresses and fluxes is known as
a turbulence closure model. Such models can, generally, be divided into effective
viscpsity models and turbulent stress/flux models (Smith and Takhar, 1979). The latter
provide differential transport equations for each component of the mean Reynolds
stress tensor and each mean Reynolds flux (Smith and Takhar, 1979) and produce

rather complex systems of equations (see also, for example, Sheng, 1986).

If the Reynolds stress (T,) and the vertical Reynolds flux (F,,) are expressed, through
the use of Fick’s Law, in terms of the time-averaged values (denoted by overbars) of
the horizontal velocity (#) and concentration (C), effective viscosity formulations are

obtained as
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TP W=5Nz% . @a3)
T w-
F&=w =-82-§ (2'14)

where primed variables denote deviations from time-average values, w is the vertical
flow velocity, p is the fluid density, z is the vertical coordinate and N, and &, are the
momentum and mass effective viscosities (also called eddy diffusivities or turbulent

diffusion coefficients in the literature).

Eddy diffusivities are scalar functiﬁns of the turbulence structure and can be taken, in
the simplest case, as constants, or as functions of the mean flow field (as in mixing
length formulations) or, in a rather more complex approach, as functions of the mean
turbulence energy (k) and of its dissipation rate () for which two' additional
differential equations must be written (see, for example, Smith and Takhar, 1979). In
tidal applications the values of the eddy diffusivities are strongly dependent on the
flow velocity, the relative roughness of the flow channel and the degree of vertical
stratification and can vary over several orders of magnitude at a fixed point in an
estuary during a tidal cycle (Odd and Rodger, 1978). In particular, as slack water is
approached, there is a considerable reduction in the magnitude of the eddy diffusivities
(Smith and Takhar, 1979). Formulations relating turbulent fluxes to mean flow and
concentration gradients, as in equations 2.13 and 2.14, assume that there are no phase

lags between such quantities, as noted by Smith and Takhar (1981).
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The momenfum mixing length, a concept due to Prandtl, is a local function of the
flow field and measures the length scales of turbulence. These lengths can be used as
indicators of the eddy size or of the average distance traveled by fluid parcels in their
random movements. In a mixing length approach, eddy viscosities for momentum
and mass are obtained as functions of both the mixing length and the local, time

dependent, velocity gradients du/dz (Odd and Rodger, 1978)

'1_ (2.15)
oz| oz

_lac (2.16)
"oz

where [, and [, are the mixing lengths for momentum and mass fluxes, respectively.

N 5
=N =P

Fy=-¢, =-u

For a logarithmic velocity profile and a linear shear stress variation in the water

column the momentum mixing length is obtained as

[ xt (E_C]’” (2.17)
H

where K is the von Karman constant, { the elevation from the bottom and H the total
depth. Bowden and Hamilton (1975) used a mixing length approach in trial runs of
their model of estuarine circulation and concluded that instabilities developed due to

unavoidable inaccuracies in representing du/dz in finite difference form.,
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The ratio between momentumn and mass eddy viscosities in the same spatial direction
is called the turbulent Schmidt number (see, for example, Harleman, 1988) and can

be expressed using the mixing length concept as

ou

12
e (2.18)

&
f 4
e, oul I,
I
J,.}afl

According to Teeter (1986) most experimental evidence suggests that the Schmidt

number can be taken as unity for particles in the Stokes range of settling, which
includes sediment smaller than about 100 um; this should be, at least, the case for
neutral or non-stratified conditions (Odd and Rodger, 1978). In the presence of stable
density stratification conditions, which can be produced by salt, temperature or
suspended sediment, vertical turbulent motions are damped and the vertical diffusion
of mass and momentum is affected, since a proportion of the energy in excess of that
required to maintain the mean ﬁel_c_l is used to perform work against the vertical
density gradient (Odd and Rodger, 1978). Furthermore, momentum and mass
diffusivities (and mixing lengths) are not affected in the same way , the former having
larger values (Oduyemi, 1986). Costa (1989) computed the turbulent Schmidt number
for t-hree 10 minute velocity and sediment concentration data blocks from Hangzhou
Bay (P.R. China) and obtained values of 0.94, 2.45 and 2.40. For local equilibrium
turbulence conditions the ratio between the rate of work done against gravity and the
rate of production of turbulent energy by the action of the Reynolds stresses (both per

unit volume) measures the efficiency of conversion from turbulent kinetic to potential
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energy and is known as the flux Richardson number (Odd and Rodger, 1978;

Abraham, 1989)

L =2
‘pf __"BP 2 _Ri
Rf = — _ (2.19)

ST l_ S,
x (aJ

where Ri is the gradient Richardson number, which measures the relative importance

|a1 %

of the stabilising gravitational forces to the destabilising, shear induced, turbulence

forces.

Relationships between the momentum mixing lengths for stratified (denoted by
subscript s) and neutral conditions (denoted by subscript n) have the general form

(Ross, 1988)

b (2.20)

" (B RY
where o” and 3” are positive constants, either empirical or resulting from assumptions

concerning conservation of turbulent kinetic and potential energy. For the case of

mixing lengths for mass flux a similar relationship has been used, in the form

zaz_l_m_ 2.21)
(1+pRi)*

where o and B are now different from o, B (Ross, 1988).
Smith and co-workers (see Smith, 1982 and Smith and Kirby, 1989, for details) by

analogy with the self-similarity properties of the momentum eddy viscosity vertical

distribution, which can be written as
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N,=Mx3,0 f (%) (2.22)
(where M, is proportional to the depth-mean value of N, and expresses the space and
time variability of the momentum eddy viscosity and f represents its vertiéal

distribution) defined the mass diffusivity, as

3:(%’ ]=z° ¥ (I—i]r(lg‘) (2.23)
in which &, is a constant, { is the elevation from the bottom, H is the total depth and
£).32¢ '_Ei] (2.24)
7] (H] 3
1-&
2.25
rRf)=—2E (2.23)
4
1-2Rf
5, =5
1-6 Rf (2.26)
Re

In equations 2.25 and 2.26 Rc is 2 critical value of the flux Richardson number at
which vertical turbulent transfer of mas“s is zero and S, and 9 are constants, taking
values of 0.75 and 1.0, respectively. However, given the functional form of M, in
equation 2.22, &, should, more appropriately, depend on x, y and ¢. Smith and Kirby

(1989) also indicate that function 2.25, similarly to 2.21, actually leads to

1
: r(ly ”ﬂRI e 2.27

with a=3/2 and [ a constant of order 1.

.Bowden and Hamilton (1975), while recognising that, for estuarine flows, the

assumption of diffusion and dispersion coefficients independent of time is physically
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unrealistic, used two formulations for the salt transport equation of their width-
averaged model, in the form

e,~ey +e H|<u>| (2.28)

e,~¢,+e H|<u>|(1+pRi)™ , (2.29)

where <u> is the depth mean velocity, H the water depth, &, and £, are constants

(taken as 0.025 and 0.00125, respectively for the Mersey estuary), o and B are

stratification parameters, and Ri is an overall Richardson number based on the salinity

differences between the bottom and the surface.

2.5 Fluxes at the Bed

2.5.1 General Aspects

In order to describe the transport of fine suspended sediment in low concentration
environments it is necessary to model the processes through which the active (ie.
periodically resuspended) portion of the bed directly exchanges sediment with the
water column,; of related importance is the characterisation of the active portion of the
bed, itself, in terms of its thickness, density and resistance variation at the timescale
of the required simulation. In the following sections, the classically adopted erosion
and deposition formulations are described, while some of the problems related to their

application are also discussed.
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2.5.2 Erosion

Active estuarial cohesive sediment beds typically have time-dependent thicknesses
ranging from 10% to 1 m; such beds can be divided into two zones (Parchure and

Mehta, 1985):

(i) an upper zone of high water content (soft bed), showing depth stratification
with respect to cohesive properties, possessing very low mechanical strength
and undergoing consolidation; the density and shear strength of this zone of
the bed increase with time for a period ranging from a few days to a week or

two;

(ii) a lower zone, showing relatively uniform cohesive properties with depth

(uniform bed).

Erosion of sediment from estuarial cohesive beds has been observed to occur in one
of two modes: floc by floc and mass erosion. In mass erosion portions of the bed
which became unstable through processes like fluidisation, liquefaction, generalised
bed failure (occurring in layers below the bed surface) or local detachment of large
pieces of a hard bed are resuspended almost instantaneously in large masses. Floc by
floc or surface erosion is, however, the most common erosional mechanism in
estuaries: flocs separate from the bed in an individual basis, as a result of

hydrodynamic erosional forces exceeding cohesive bonding, frictional and gravitational
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forces. Under the action of bottom shear stresses higher than the shear strength of the
exposed bed layers, removal of particles and decrease in bed elevation (scour) will

proceed until a bed layer of higher strength, equal to the applied stress, is found.

The increase in bed shear strength with depth is due to consolidation and associated
physico-chemical changes due to overburden and to the variation of particle size with
depth; as a consequence of overburden the deposited aggregates are successively
crushed into smaller, denser, more resistant aggregates, until an aggregate size is
reached that is difficult to be broken without an external compressive force (Parchure
and Mehta, 1985). This strength developing mechanism is expected to produce a step-
like increase of the shear strength with depth, although such steps are not always

recognised in strength profiles measured in the laboratory.

The time rate of increase of the suspended sediment mass per unit area of the bed

(rate of erosion) can, in general, be described as

Ffﬂ = (T Tl 138 gpeans,) (2.30)

dat

€

where T, is the time mean bottom shear stress, T, the bed shear strength and the o
are other erosion resistance defining parametefs. It has been found that resistance to
erosion is influenced, among other factors, by the bed temperature, pH, water and gas
content, sediment type and total salt concentration and ionic species in the pore fluid,
which control swelling and permeability. Algae and microorganisms were found to
increase the bed shear stength in an annular flume experiment (Parchure and Mehta,

1985) and, generally, benthic processes are expected to have an important contribution
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for the bed strength in low energy areas but to beA much less significant in high energy
environments and in zones subjected to frequent dredging. In broad terms resistance
of a cohesive bed should be affected by any factors that change the interparticle
electrochemical bond strength or iﬁﬂuence the production of biological secretions
which cause adhesion of particles and stabilise the bed. The size distribution of bed
sediment and the interaction between sizes may also be important in the prediction of
bed resistance: relatively robust fecal pellets may be much easier to move than much
smaller aggregates, while very large aggregates, having large potential lift surfaces and
perhaps held by only a few weak bonds, may be eroded en masse at relatively low

shear stresses (McLean, 1985).

The difference 7,-7,, known as the excess shear stress, is one of the common
features of some of the existing formulas for the erosion flux, such as that proposed

by Kandiah (1974) for uniform bedg, which can be expressed as

Fe=“1

tb_ts .
{ . ) T,2T, 2.31)
F,=0 T5<T,

where o, is an empirical erosion parameter which depends on the interparticle bond

strength and is defined as

o, =F¢|tb_2=, (2.32)

Values of o, typically range from 102 to 10" kg m? min” (Mehta, 1991a). For non-

uniform (soft) beds Parchure and Mehta (1985) proposed




F=ayexplay[t,~t (2)]'" 1,21, (2.33)
Fc=0 tb<‘cﬂ'

where Z is the bed depth below its initial surface, o, is known as the floc erosion rate

«,=F) (2.34)

and oy is a factor which is inversely proportional to the absolute temperature. It
should be noted that T, is defined as a mean value and, consequently, some sediment
particles will still be eroded when it equals the shear strength. This is taken into
account by equation 2.33 but not by equation 2.31. Another expression for non-

uniform beds was proposed by Thorn and Parsons ( 1980) as

F =a (Z)[,-t(2)] Ty2T,
F =0 T,<T,

(2.35)
in which the erosion parameter o, is also observed to vary with the depth of erosion.
Equation 2.31 has also been applied to non-uniform beds by taking a constant o, and
the bed shear strength as the local value within the deposit (O’Connor and Tuxford,

1980), an approach which is identical to that of equation 2.35 if the erosion parameter

in the latter is defined as oy,(Z) = o,/T(Z).

Laboratory determined values for the critical shear stress for erosion (i.e. shear
strength of the top bed layer) of soft estuarine muds are usually in the range 0.1-2 Pa
(Berlamont et al. 1993), but can vary from almost zero for organic floc layers to 10

Pa for very hard soils (Mehta, 1991a).
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2.5.3 Deposition

Deposition of cohesive sediment from a suspension to the bed depends on a
combination of different sediment and flow related factors of which floc shear
resistance and settling velocity, the sediment near-bed concentration and the bottom

shear stress are the most important.

It has been observed that for uniform sediment (i.e. sediment having uniform
properties in a suspension and, in particular, a single settling velocity) in flume tests,
in which sediment, initially suspended at high flow velocities with initial concentration
Cy, is allowed to deposit at lower velocities, the ratio C,/C, (Cf being the residual
concentration that corresponds to a given bottom stress) is independent of C, and

given by (Krone, 1962)

—L =cxp[—p_"t] (2.36)
where £ is the flow depth, p is the probability of sediment deposition and W, the
settling velocity. The probability of deposition is defined as

p=l-— *5Tea (2.37)

p= T,2T,,

where T, and 1,4 are the bottom shear stress and a critical shear stress for deposition

(i.e. the bed shear stress above which no deposition occurs), respectively.
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The probability of deposition concept reflects the fact that the deposition of flocs is
controlled by near bed turbulence and, more specifically, by the rate of shearing ou/dz
at the bottom. For a flock to stick to the bed it must be strong enough to withstand
the near bed shear stress, weaker flocs being disrupted and resuspended. Consequently,

the deposition process also acts as an effective sorting mechanism.

For the case of non-uniform sediments, i.e. those having a relatively broad size and
settling velocity distribution, complete deposition will only occur if 7, drops below
a critical lower value 7,,. For increasing bottom shear stresses a residual concentration
C; (less than the initial C, ) will remain, as long as 7, is less than an upper critical
value T, ( for T,<7,<T, the ratio C,/C, is a function of T, only and increases

with it). The equation for the case of non-uniform sediment is (Mehta and Lott, 1987)

C n . Wm.in m WI.
L3 O(W,)exp -(Iji] | |52 (2.38)
CO i=] el FV: k
where
n Sem
T
m=—— (2.39)
1]1 5
ijn

di(W,) is the frequency distribution of W,’ (settling velocity class), W™ and W

being the extreme values that define the range of the settling velocities.
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Values for the critical shear stresses for deposition are usually in the range 0.05 - 0.2
Pa but for a distributed sediment, larger aggregates will generally begin to deposit at
higher shear stresses of 0.2 - 1 Pa (Berlamont et al., 1993). The critical shear stress

for deposition is usually determined through laboratory flume tests.

The time rate of sediment deposition per unit bed area (or deposition flux) F, is

defined for uniform sediments as (Krone, 1962)

-4 oW, (2.40)

Pdtp

where C, is the near bed sediment concentration,

For the case of non-uniform sediments, the deposition flux will be calculated as a

result of flux summation over all the settling classes (Mehta et al. 1989)

F=97 5 L wics @41)
P_Ft‘ -Z pl' s>b )

p  i=l
where W', is the settling velocity of settling class i, C, the concentration of class i

near the bed, while the probability of deposition for each class # will, in this case be

expressed as

1
pel-— R (2.42)

T
p=0 2T,
which, again, corresponds to a deposition by class concept: for a given fraction i of
the suspended sediment, if 7, is greater than T, (but less than 7,,) no sediment will

deposit while another class j, of stronger sediment may have 7_>> 1, and virtnally no

sediment of that class will remain in suspension. For non-uniform sediments the size
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distribution of the suspended sediment is, therefore, not only a function of the bottom
shear stress but also of the initial size distribution and deposition properties of each

sediment class.

It should be noted that the equivalent fall velocity to be used in the description of
deposition using a single class approach, if the W', C, are known, should be the mean
fall velocity, determined as,
n P
_ X WG
W, =il (2.43)
instead of the commonly used median fall velocity (W, ). As reported by van
Leussen and Cornelisse (1993), field measurements in the Ems estuary indicated the
former is significantly higher, due to the contribution of large macroflocs to the

settling flux which affects the mean settling velocity significantly.

Two models using the deposition formulations for uniform and non-uniform sediments
were developed by Ockenden (1993) and tested using a laboratory deposition
experiment with mud from Eastham Dock, in the Mersey estuary, and field
measurements of deposition at the same location. The distributed sediment model was
found to give a better representation of deposition in a decelerating flow in the closed
system of the laboratory annular flume but did not produce a better fit to the field data
than the uniform sediment model. This was attributed to additional influences which

are present in the field and, in particular, to advective effects which are not
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represented by the models. Nevertheless, since both models reproduced reasonably
well the field data, Ockenden suggested that for complex engineering applications,
where assumptions often have to be made for practical reasons, a uniform sediment

model may still be adequate.

Krone (1993) re-analysed the data and concepts associated with early settling and
deposition experiments and defined five transport regimes (table 2.3) of which the first
four are related to deposition: regimes I, I and III are linked to the three settling
ranges described in Section 2.3, while regime IV seems to be linked with fluid mud
and bed formation phenomena. Krone reemphasised in his analysis the importance of
selecting the correct transport regime when selecting a deposition relation and the need
for further research in order to relate settling velocity to velocity gradients, besides

concentration, in ranges I and II (flocculation and hindered settling) as currently done.

Finally, the differences between settling phenomena, as observed in laboratory flumes
(and, in particular, in annular flumes) and in the field should be mentioned. For
example, strong settling fluxes on natural or dredged slopes, leading to higher slopes
than ;he sediment’s equilibriumn slopes under the applied fluid forces has been linked

to the formation and flow of fluid mud.
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Table 2.3

Cohesive Sediment Transport Regimes (Adapted from Krone, 1993)

Regime Description Typical Solids* Collision Settling
Conc. (g/l) Frequency in Velocity
Shear
I Dilute <0.3 Infrequent Constant
suspended
aggregates
1§ Suspended 031010 Frequent Flocculation
aggregates f (C, dw/dz) settling
W, (C, duw/dz)
m Concentrated 10 to 20+ Very frequent Hindered
suspended f (C, du/dz) settling
aggregates W, (C, du/dz)
v Homogeneous 20 to 100 Continuous Consolidation
matrix or slurry deformation
v Homogeneous > 100 Static Static
gel structure

* The mass concentration limits depend on the density of the aggregates. Note:
temperature affects settling velocities and, at high concentrations, frequency of
collision.

2.5.4 Discussion

Although the use of the erosion and deposition formulations described in the two
previous subsections is, at present, common practice when dealing with low

concentration environments, a number of related issues are still the subject of debate,

A direct consequence of the description, in terms of bulk parameters, of the exchange

processes at the bed is that their dependence on the suspended sediment, bed and
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eroding fluid physico-chemical properties and local biological condiFions is not
explicitly considered and, therefore, specific process characterisation tests are
necessary for each application. A first group of issues is, then, related to the accuracy
to which the determination of the erosion/deposition critical shear stresses and other
process defining parameters is carried out in the laboratory. This is usually done
through the use of annular flumes, for which the mean bottom shear stresses are
determined as a result of preliminary tests in clear water, in which additional
measurements of turbulent quantities are usually not carried out. The extent to which
these turbulent quantities and the mean flow parameters are affected by suspended
sediment in actual characte;isation tests remains largely unknown. A related problem
has to do with the possibility of reproducing in a laboratory environment realistic field
conditions in terms of sediment mixtures, turbulence and flocculation, biological
effects, etc; this problem is particularly important for erosion studies for which it is
virtually impossible to reproduce an undisturbed natural bed in the laboratory. Field
instruments for measuring erosion parameters of natural beds have been developed

(see Berlamont et al.,1993, for details) but their use presents a higher degree of

complexity than that of laboratory devices.

A second issue, in connection with the definition of the fluxes at the bed, is related
to the range of bottom shear stresses over which a given process can occur. As noted
by Sandford and Halka (1993) a paradigm of cohesive sediment transport research is
that erosion and deposition of sediment are mutually exclusive. For cohesive sediments

numerous laboratory studies have indicated that the bed stresses which are necessary
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to keep sed.ixhent in suspension are much lower than those necessary to erode it and
that, consequently, the threshold for erosion is higher than the threshold for deposition.
A recent study by Lau and Krishnappan (1994) using a laboratory annular flume and
a particle size analyser confirmed that for low shear stresses (i.e. depositional
conditions) erosion and deposition did not take place simultaneously, in agreement
with the mechanism proposed by Partheniades and co-workers (see, for example,
Partheniades, 1986), according to which flocs that deposit are only the ones able to
withstand the near bed shearing rate and, once deposited, will only be eroded at higher

shear,

Sandford and Halka (1993) analysed data from different locations in upper Chesapeake
Bay and concluded that suspehded sediment concentrations began to decrease shortly
after the velocity began to decrease and long before the velocity fell below the point
at which erosion (and, therefore, deposition) had begun; such a feature seems to have
been confirmed in many other American and European estuaries. This led Sandford
and Halka, while using a single sediment class approach, to model resuspension and
deposition of cohesive sediment without considering a deposition threshold (effectively
;11aking the probability of deposition always unity), thus allowing erosion and
deposition to occur simultaneously. The improved fit to the field data obtained through
this formulation, relative to the classically exclusive erosion/deposition approach
previously used by the same authors, was explained by Sandford and Halka (1993) as,

possibly, resulting from three causes:
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(i) a constant exchange of fine sediment particles between the bed and the water

column;

(ii) scaling problems between the laboratory and the field, related to the non-
uniformity of the bottom shear stresses, to the non existence in laboratory
flumes of zones of low shear where large aggregates may develop and to

biogenic binding, which is important in situ;

(iit) the possibility that sediments are behaving as an admixture of particle classes
with a sequence of increasing critical erosion and deposition stresses, such
that the last class eroded deposits very soon after the shear stress begins to

decrease,

As noted by the same authors the first possibility is the least conceptually attractive
of the three, as it contradicts most of the currently available body of laboratory
evidence. The success of a single particle class modelling approach with a unity
probability of deposition is, therefore, regarded by Sandford and Halka as an
operational rather than a conceptual improvement, in the absence of a more refined
modelling framework; at the same time, it highlights the need for careful evaluation
of the performance of models in which major simplifications in the modelling of key

processes are allowed.
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Finally, a third issue is related to the characterisation of the active bed layers in
relation to their erodibility, as considerable progress has recently been made in
consolidation studies. Alexis et al. (1992) analysed consolidation theories developed
in the fields of chemical and mechanical analysis and proposed a tree of theoretical
studies in which the historical and conceptual links between theories are identified.
Within mechanical analysis the one-dimensional, vertical, consolidation of soft soils
was shown to be described in its most general form by the geotechnical formulation
of Gibson et al. (1967), in terms of the void ratio, which contains as particular cases
the classical formulations separately used by hydraulicians and geotechnicians. The
solution of Gibson’s equation requires the use of constitutive laws, ie. the
characterisation of the dependence of both the effective stress and the permeability on
the void ratio. An hydraulics-based formulation, in terms of the excess bulk density
relative to that of water, was also presented by Toorman (1992) and is shown to be
completely complementary to that of Gibson et al. (1967) for saturated soils. Again,
constitutive laws are needed for the effective stress and permeability, in this case as
functions of the density. As noted by both Alexis et al. (1992) and Toorman (1992)
both formulations can encompass both settling and consolidation as a continuous
l;rocess if an adequate condition, in terms of the effective stress, is introduced at the
settling zone/consolidation zone boundary. The constitutive relations required by both
models were separately inverstigated by Alexis et al. (1992) and Berlamont et al,
(1992) but, in each case, the need for further research on the effects of additional
parameters (like the initial density and height of consolidation, load history, organic

matter, temperature, sediment composition, etc.) was emphasised. Furthermore, spatial
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variability in load history and three-dimensional effects in the consolidation processes

of actual estuarine beds should also be important in actual engineering applications.

Le Hir and Karlikow (1992) linked a consolidation model to a cross-sectionally
averaged sediment transport model in order to investigate the role of consolidation
processes in the sediment dynamics of the macrotidal Loire estuary. Their simulations
showed that the sediment transport patterns, as indicated by the tidally-averaged
magnitude and location of the turbidity maximum and of the deposited mud (fluid and
partly consolidated), showed little dependence on consolidation. As expected
consolidation influenced the time lags between hydrodynamics forcing and sediment
response and, ultimately, the residual (i.e. at the spring/neap cycle scale) deposition

or erosion of mud.

It is also recognised that the bulk parameters (such as the density) and the shear
strength of a cohesive bed cannot be uniquely correlated and that, in fact, their
relationship is very approximate (Mehta et al., 1989); the bed shear strength, which
globally expresses the strength of existing bonds between aggregates, depends not only
on aggregate packing and on their respective densities but also on all the other
physico-chemical properties of the flocculated solids and of the interstitial water;
therefore the same shear strength can correspond to different packing densities. This
is confirmed by the differences in the formulations for the bed shear strength derived
from laboratory experiments using natural muds, as shown in the review of Mgller-

Jensen (1993) and summarised in table 2.4.
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Table 2.4

Formulas for the Determination of the Bed Shear Strength as a Function of Bed

Parameters
Formula Reference
(2.44) .: =C1C61 Owen (1970)
-
(2.45) - e 5 Bain (1981)
T =] —
* ("0]
(2.46) 17,={,C DHI (1990)
(2.47) t={(p"-1) Villaret and Paulic
(1986)
(2.48) t,=¢4(1 —-n)b’ Kusuda et al. (1985)

Note: 7, - bed shear strength (Pa); C - bed dry density (kg/m®); p* - bed bulk
density (g/cm’); e - bed void ratio; e, - reference void ratio; n - porosity; &; , §; -

parameters.

A plot of the bed shear strength as a function of the bed bulk density extending that

produced by Mgller-Jensen is presented in figure 2.8, using the different relationships

in table 2.4 and several sets of parameters found in the litterature. In the figure, curves

1, 2 and 3 correspond to the parameters determined by Owen (1970), Thorn and

Parsons (1980) and HR (1989b), respectively, while curves 4, 5 and 6 correspond to

the use of a modified version of equation 2.45
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-C\%

o[£ 2.45Y)
e, C

with values determined by Bain (1981). Curves 7, 8 and 9 were obtained using the

l;arametcrs determined by their respective authors, although equation 2.48 had to be
transformed, for consistency, into

c,=c5(£]65 (2.48")
It should also be noted that parameters in cur:es 3 and 4 were obtained with sediment
from the Mersey Estuary. Despite the fact that site fluid was not used in all tests,
figure 2.8 clearly shows that variations between the results of the several relationships
are very large. The virtual impossibility of reproducing cohesive beds in the

laboratory, which are similar to those found in the field, has, again, to be considered

when interpreting such results,

Le Hir and Karlikow (1992) also po_intcd out the strong influence of the relationship
betﬁveen sediment density and (strength-related) erodibility on their results. As noted
by the same authors and confirmed by Mgller-Jensen's review, the current knowledge
on this crucial aspect is so poor that even a very accurate prediction of the bed
density, through a consolidation model, combined with a strength/density relationship,
would become almost useless for that reason. Therefore, direct determinations of

erosion parameters, in laboratory tests or, preferably, in in-situ tests, still seems a

better approach.
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Figure 2.8 Results obtained“using several relationships between the bed shear
strength and the bed dry density.

2.6 Conclusions

The possibility of describing cohesive sediment dynamics using a number of pa;ticle
size cl.asses instead of a single class approach, although conceptually adequate is, at
present, extremely difficult. For example, Lavelle (1993) developed a one-dimensional
vertical transport model in which only two particle populations (fine particles and
marine snow) were considered, since field based exchange rates between a large set
of particle classes are still not known for natural marine systems. A consequence of
such an approach is, in fact, the need to model collision, aggregation and breakup
mechanisms in the water column, leading to the definition of exchange coefficients

between particle classes and allowing the source/sink terms, in the mass transport
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equations written for each class, to be specified. Lick and Huang (1993) pointed out
that the numerical computations involved in their model of collision, aggregation and
breakup using several floc classes, although relatively simple, often required a great
deal of computer time. As mentioned by the same authors this problem _will be
magnified if such computational modules are used in conjunction with transport
models applied to real cases, involving thousands of grid nodes and long simulation
periods. Furthermore, the need to accurately and finely model the turbulent diffusion
processes of mass and momentum which couple the advection and diffusion processes
of mass and momentum (McLean, 1985), taking into account flow-sediment
interactions (i.e. stratification), lags in sediment response and hysteresis effects
between turbulent and mean flow properties, is an important pre-requisite if multiple
class sediment dynamics is to be correctly described. Other areas of research for a
multiple class approach include modelling the effects of organics and bioclogical glues
in flocculation processes, their interaction with saline flocculation and, in general the

relation between the cohesive components and the coarser fractions of mud.

The need for information on floc size, density, settling velocity and shear strength

distributions in the water column, both in relatively simple laboratory situations and

in the field, in connection with the practical problems found in sampling undisturbed
large flocs (Berlamont et al., 1993) is also a major difficulty. While the deposition
flux can easily be described in terms of sediment classes (as in equation 2.41) a
parallel formulation taking into account sizes, densities and shear strengths of

particles, for example, does not seem to have been proposed until present, for the case
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of surface erosion, The need to. determine a large number of class-dependent critical
shear stresses for both deposition and erosion, given the limitations of currently
available instruments in sampling and analysing flocs, and of the methods to determine
such stresses is another source of difficulty. Furthermore, the study of the erosional
behaviour of mixed mud and sand beds (see, for example Williamson and Ockenden,

1993) is still in a very early stage.

Finally, the dependence of most phenomena of interest for cohesive sediment
dynamics on a wide range of spatial and temporal scales and the dependence of such
phenomena on flow and sediment properties suggests that large numbers of tests and

measurements will be necessary for the application of a muitiple sediment class model.

Given that a generalised increase in modelling complexity does not, necessarily, imply
more accurate results, especially if a large number of simplifications in process models
1s introduced, it seems reasonable that realistic improvements in key components are
gradually attempted, instead. As noted by Sandford and Halka (1993) and Ockenden
(1993), the current difficulties in developing an effective multi-class modelling
alternative suggest that improved models, treating sediment as a single representative
size class, are still more useful for engineering purposes, even if they are physically
less realistic. This approach will, therefore, be adopted in the formulation of the

transport model described in Chapter 3.
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CHAPTER 3
FORMULATION OF A SUSPENDED SEDIMENT TRANSPORT MODEL

3.1 General Aspects

Suspended sediment dynamics in a water body is mathematically described by an
advection-diffusion equation. Formally this equation differs only from those describing
the dynamics of conservative dissolved substances by the need to account for sediment
settling, since sediment particles are not neutrally buoyant. Moreover, specific
boundary conditions must be considered, describing the conditions at the water surface
and the interaction between suspended sediment and the sediment bed or near-bed
high-concentration layers. In this chapter the formulation of a three—dir;lensional
numerical transport model for suspended cohesive sediment, treated as a single
representative size class, as discussed in Chapter 2, is described, The appropriate
advection-diffusion equation for a cartesian coordinate system 1s presented in Section
3.2. A review of modelling approaches is carried out in Section 3.3, in which the
general modelling options adopted given the physics of the problem and the nature of
the intended applications are also indicated. The equation described in Section 3.2 is
then transformed into a more convenient computational form (Section 3.4), its terms
being re-analysed and grouped according to the corresponding physical processes, in
order to allow the use of adequate numerical methods for modelling purposes. Finally
the main conclusions of the chapter are summarised in Section 3.5, The development

and component testing of the model whose formulation is described in the present

63



chapter are presented in Chapter 4, while an application to an estuarine channel is

described in Chapter 5.

3.2 The Transport Equation in the Physical Domain

The advection-diffusion equation for suspended sediment represented as a single class,
which describes mass conservation, can be derived, in a cartesian coordinate system
(x longitudinal, y lateral and z in the gravity direction, i.e. vertical, positive upwards
from a given datum below the water surface - figure 3.1) by considering an elemental
control volume and equating the time rate of sediment accumulation inside the volume

to the net flux of sediment through its boundaries (see, for example, Mehta, 1973 for

T

|

H (xy)

W
Figure 3.1 Definition of the cartesian coordinate system and symbols used in the
derivation of the transport equation.

details). The application of this global continuity principle is a consequence of the

assumption that, despite the continuous process of sediment floc formation and
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destruction within the control volume, the overall sediment size distribution can be
taken as constant and, therefore, there is no net generation or destruction of the flocs
of any particular size (Mehta, 1973). As a result a single equation can be written
(instead of a set of equations, one for each sediment class, with the corresponding
production and det;ay terms) and suspended sediment can be treated as a whole and

assumed to be conservative. The equation is then

oC .
€.y 3.1)
p» (

where C is the instantaneous sediment mass concentration (mass of sediment/volume

of suspension) and N is the sediment flux vector. This vector can be decomposed

into an advective component (ﬁﬂ)a molecular diffusion component (ﬁ '») and, since the

sediment is not neutrally buoyant, a settling component (Ng), such that

N,=gc
N,=-D vC (3.2)
Ny=-W.Ck

where §=ui +vf+wE is the fluid velocity vector, D, the Fickian molecular diffusion
coefficient (assumed isotropic), W, the terminal settling velocity of the sediment
particies or flocs and i R f ,E the longitudinal, lateral and vertical unit base vectors.

Again, since several sediment sizes are actually present, and despite the assumption
of a constant size distribution, the overall settling flux should be interpreted as

representing the sum of the partial fluxes corresponding to the different sizes.
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Equations 3.1 and 3.2 lead to

& --v+( gC-D,VC-W,CE) (3.3)

Due to the turbulent characteristics of natural flows and to the impossibility of
tracking individual particle movements, fiow velocity components and concentrations
are usually decomposed into time-averaged parts (over a longer period than the
turbulent time scales involved), denoted by an overbar, and fluctuating components,

denoted by a prime; for example:

U=iru’ (3.4)
C=C+C"’

for the x component of the velocity vector in the cartesian coordinate system and the
mass concentration, respectively. Inserting such terms into equation 3.3, expanding,

averaging over time (using the same time scale as before) and using the fluid

continuity equation, the following equation is obtained:

S5 +8VC =D, VIV WyCk )+v-(-gT" ) (3.5)

which can also be written as

oC -dC -8C_, [8°C . 8*C_C) o .,. =
—FY—tW—=z=pD + + +-—{(WC
a ay az m(&“z ayz &2] &( 5 )

(3.6)
0 =\ 0 ,—==r, 0, —=
—_ qu’ —_( vfc’ )_—( W’C’
ax( ) % % )
The last three terms in equation 3.6 correspond to gradients of turbulent diffusion

fluxes (or Reynolds fluxes) and are commonly modelled, by analogy with the

molecular diffusion case as (see Section 2.4):
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where €, £ and g, are the turbulent mass diffusivities in the x , y , z directions,
respectively. Turbulent diffusion coefficients are, however, much larger than the
molecular diffusivities and the terms corresponding to the latter phenomenon can be
neglected in equation 3.6 (Harleman, 1988). Consequently, and omitting the overbars
which denote time .average values, for clarity, the transport equation for single class

suspended cohesive sediment in @ cartesian coordinate system becomes:

iC_+u£C_+v§+w£_£(mc)=

o8 & & & &
_o0f{ oC), o aCy a( aocC
=—je — "] —|+LZ]|pg =
ax(’ax] ay(’ayJ 32("32)

Information on the velocity field, which is necessary to solve equation 3.8, can be

(3.8)

obtained from field measurements or from the results of physical or numerical models.
In the first two cases and whenever hydrodynamics and transport numerical models
are not run interactively sediment transport modelling is considered to be decoupled
from that of water flows, a reasonable assumption in low to moderate concentration
environments which will be adopted in the present work. Equation 3.8 belongs to the
group of parabolic equations that contain first order spatial derivatives and are called
convection-diffusion equations or advection-diffusion equations. The names given to
such equations are due to the type of physical processes they describe (Smith, 1979);

the latter is applied when the scalar being transported does not significantly interact
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with the velocity field, and will, therefore, be adopted in this work. A brief discussion
of the nature of equation 3.8 in connection with cohesive sediment transport is

presented in Appendix A,

Equation 3.8 is valid in the water column (between the bed - settled bed or near-bed
high concentration layer - and the water surface) and its solution requires appropriate

boundary and initial conditions.
Boundary Conditions
(i) Bed Boundary Condition

At the bed or lower interface, z=z, a flux term F, (mass of sediment per
unit area per unit time) must be defined, corresponding to a source or sink for
the suspended sediment in conditions, respectively, of erosion/entrainment or
deposition/hindered settling. Consequently, in the z direction, and at the lower
interface:

N, (z,,1) =F,=F,-F, (3.9)
where F, and F, are the erosion and deposition fluxes, respectively (erosion
and deposition should in this case be the taken in a broad sense and include
erosion/deposition from/to a settled bed and entrainment/hindered settling

from/to a fluid mud layer).
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(ii) Free-surface Boundary Condition

At the water surface, z=n the boundary condition is

N, (n ,t)=H{,C|n+ez—Z§ [y =0 (3.10)
(see, for example, O’Connor, 1971 and Nicholson and O’Connor, 1986) which

corresponds to imposing a zero net vertical flux at the free surface, the

diffusive flux always balancing the settling flux.
(iii) Solid Boundary Condition

At solid boundaries diffusion is not allowed in the normal direction to the

boundary:

aC
8n-a—n-

where n is the direction normal to the solid boundary ( denoted by subscript

| =0 (3.1D
sb). The same boundary condition wil] be applied at outflow boundaries, which
are assumed to be located in zones of negligible concentration gradient, far
from the main areas of interest, -

(iv) Inflow Boundary Condition

At inflow boundaries the input concentration is prescribed, for £>0, as

69



C( Xy Y512 58)= Cip Xy Vig s 2450 8) (3.12)

where C, denotes the inflow concentration and subscript ib denotes a boundary

point.

Initial Condition
At £=¢, an initial concentration field C, is prescribed as
C(x,5,2,8)=Cy(x,y,2) (3.13)

To summarise, it can be stated that the description of cohesive sediment dynamics in
a given water body, using a cartesian coordinate system, is obtained through the
solution of equation 3.8, with boundary conditions 3.9, 3.10, 3.11 and 3.12 and initial
condition 3.13. However, the complexity of the equation, given the nature of its
parameters, boundary and initial conditions, prevents its analytical solution for most
application cases and numerical methods have to be used. Transformation of equation

3.8 in order to allow the development of a numerical model is presented in Section

3.4.

3.3 A Review of Modelling Approaches

Under the set of assumptions leading to its derivation (in particular, a single class
approach for sediment) it can be considered that equation 3.8 represents the most
general framework for the description of cohesive sediment dynamics in estnarine
environments. In fact, the complex structures of both flow and sediment transport

patterns require that full three-dimensional (3D) models are used in most practical
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applications, a demand which is nowadays possible to satisfy, given the current
computing capabilities and cost levels, at least for short term simulations. This was
not always the case, however, and most early modelling efforts were heavily
conditioned by the available computing resources. Simplifications in model
formulations had, therefore, to be adopted, namely in order to reduce the dimensions
of the problems to be solved, leading to unavoidable losses in modelling
performances. For this reason, and although testing of modelling improvements is
usually best carried out in such simplified models, the usefulness of most early

formulations for application cases is, at present, rather limited.

Historically the first attempt at cohesive sediment modelling was that of Odd and
Owen (1972) who modelled thé Thames estuary using a two-layer approach. In their
model Odd and Owen assumed rectangular cross-sections, with width increasing
exponentially with the longitudinal coordinate, and divided them into two unequal
horizontal layers, the lower layer having constant thickness and being much smaller
than the upper. Cross-sectional averaging was carried out over the layers but the main
effects of the vertical gravitational circulation were still retained by the model. Despite
its limitations it can be considered that this early model included a better description
of sediment movement than later one-dimensional, cross-sectionally averaged models

(1DH).

Ariathurai and Krone (1976), recognising that most estuaries are shallow and extensive

horizontally, developed the first two-dimensional depth-averaged (2DH) transport
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model using a finite element technique. 2DH models became popular in the late
seventies and early eighties (see, for examéle, O’Connor and Tuxford, 1980, O’Connor
and Nicholson, 1988 and Teisson, 1991, for details) and were considered to simulate
adequately the conditions found in moderate concentration and in vertically well
mixed environments. However, the lack of vertical resolution in such models, for
example, prevents the reproduction of gravitafional circulation effects, a serious
problem for sediment transport simulations. Furthermore a major difficulty found in
the application of any formulation that includes depth-averaging (2DH and 1DH
models) is related to the definition of the deposition fluxes, since the independent
variable in such models is a depth or cross-sectionally averaged concentration, whose
relation to the near-bed concentrations is, in principle, not known. This rélation has
to be established through field observations or, for the case of 2DH models, through

an analytical expression, in terms of depth-averaged quantities (Teeter, 1986).

Given the limitations of 2DH models, it can be considered that two-dimensional
width-averaged models (2DV) are a much better approach than 2DH models, as the
vertical structure of the concentration field is computed (see, for example, O’Connor,
1975 and Smith and O’Connor, 1979). 2DV models can be used in relatively narrow
or laterally well mixed estuaries and tidal rivers, as described by Odd (1988).
However, 2DV and 1DH models cannot accurately simulate the effects of irregular
lateral boundaries. One-dimensional, vertical models (1DV) have also been developed,

mainly for research purposes (Ross, 1988; Krishnappan, 1991) and are particularly
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useful for investigating the physical processes associated with the vertical component

of sediment transport.

Finally, when spatial variability of sediment properties can be neglected, models
considering only the time dependence of the variables, zero-dimensional models (0D)
which solve the bed mass continuity equation, have been successfully applied to the
prediction of rates of sedimentation (see, for example, O’Connor and Tuxford, 1980).
A review of the advantages and disadvantages of the several types of models, in terms
of their expected accuracy and costs of operation, for the description of cohesive
sediment transport and the long-term prediction of siltation rates is presented in

O’Connor and Nicholson (1988).

Three-dimensional models solving equation 3.8 have been developed, beginning in the
eighties, and are not affected by the shortcomings of the formulations which are
averaged in one or more dimensions. Different numerical methods have been used:
finite differences, for example by Nicholson and Q’Connor (1986), and finite
elements, for example by Hayter and Pakala (1989). However, as noted by Teisson
(1991), modelling shortcomings are linked to a much greater extent to the poor
knowledge of the physical processes than to the efficiency of the numerical
techniques. In fact, processs formulations used so far by the several models have
shown little differences. The model developed by Nicholson (Nicholson and
O’Connor, 1986) can, in this regard, be considered as fairly representative of existing

3D engineering models.
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In Nicholson aﬁd O’Connor’s (1986) model transport is decoupled from
hydrodynamics and, therefore, u, v, w have to be provided. Settling is represented by
settling velocities whose dependence on the concentration is similar to that described
by equations 2.7 to 2.9, coefficients being determined in the laboratory or, preferably,
through field tests; this approach, through which sediment and flow effects on
flocculation are indirectly taken into account is, generally, adopted instead of the more
theoretical description of equations 2.11 and 2.12. Mass diffusion in a given direction
i 1s, in the same model, described through depth-averaged coefficients which are
functions of the friction velocity ( #. ) and the flow depth (D) in the form
%,=Ku,D (3.14)
where the K; are constants. However, given the importance of the mass diffusivity
vertical distribution and of stratification effects in vertical mass diffusion, g, should,
more appropriately, be described in the form of 2.23 (as in the model by Hayter and
Pakala, 1989), possibly with a time-varying form of €, for tidal applications. Erosion
and deposition fluxes corresponding to the classical description of near-bed
phenomena (see figure 2.2) are included in Nicholson and O’Connor (1986) model in
the form of equations similar to 2.31 and 2.40, respectively. The critical erosive stress

of bed layers at depth Z below the initial bed surface is given by a relationship in the

form

Too(Z) =T +Alp(2)-p* (3.15)
where p is the bed layer bulk density, A and B are parameters incorporating the
effects of mud type and salinity and superscript F denotes values corresponding to the

formation stage of a layer. The bulk density of homogeneous bed layers is computed
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by a simple mode] which keeps track of layer densities and thicknesses. Hayter and
Pakala (1989) also determined the bed shear strengths from bed density profiles but,
in their case, the latter were computed from void ratios obtained through the solution
of the Gibson equation (Gibson et al., 1967). Finally, a further process (slump) was
considered by Nicholson and O’Connor (1986), representing the flow of disturbed bed
material following the failure of an underwater slope, which could be caused by
oversteepening due to dredging or deposition or by the destruction of bed layers
through wave action. This process was characterised in terms of the strength of the

sediment and can be recognised as an early attempt to simulate fluid mud dynamics.

Equation 3.8 was solved by Nicholson and O’Connor (1986) in the cartesian
coordinate system, using a fraétional step method: three-dimensional advection was
modelled by a simple characteristics technique in which particles located at the grid
nodes are backtracked with the nodal velocity (i.e. without time or space updating)
along a straight line for the duration of the time step, concentrations being obtained
at the end points through three-dimensional second order interpolation; combined
vertical diffusion and settling were modelled by an implicit finite difference scheme;
finally, both lateral and longitu.dinal diffusion are described by an explicit finite

difference scheme.

Requirements for the improvement of numerical modelling technology were discussed
by a specialised panel during the Estuarine Cohesive Sediment Workshop, held in St.

Petersburg, Florida, USA, in April 1991, as reported by Mehta (1991b). Topics
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discussed were grouped into: (i) mud processes; (if) model grids; (iii) long term
predictions; (iv) ways of using models; (v) particulate contaminants. Panel members
recognised the difficulties associated with items (iii) and (v) and emphasised the 3D
nature of mud transport and the need for calibration steps and sensitivity analyses
(item iv). Regarding item (i) the need for more research on basic processes was
stressed, while in itemn (ii) the need for the selection of appropriate grids for the

representation of major mechanisms was emphasised.

In this work the panel’s conclusions regarding items (i) and (ii) are interpreted in the
light of the research needs associated with the vertical component of cohesive
sediment transport, for the reasons described in Section 2.1. Modelling improvements
will, therefore, be sought in two main aspects: the selection of a grid which is
approrriate to describe vertical phenomena (Section 3.4) and the development of a
fluid mud model, eventually leading tb a generalised bed boundary condition for

suspended sediment (Chapter 6).

3.4 The Transport Equation in the Computational Domain

Ore of the main problems in numerical modelling of transport in coastal and estuarine
environments is found when large variations in the value of the variables being studied
exist with depth and, in particular, when such variations occur over small vertical
distances, giving rise to large gradients. This problem becomes particularly ilﬁponant

in the application of 3D models to large areas: if, in the interest of accuracy, the
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vertical grid spacing is made uniformly small enough to resolve the smallest spatial
scales of interest, not only the computational costs may become excessive but large
amounts of unnecessary information are generated, as well; in contrast, however, if the
spatial discretisation is not fine enough, the numerical computations may be grossly

in error.

Problems of similar nature and those related to the representation of irregular solid
boundaries in natural flows have led investigators to search altemative methods to the
classical finite difference techniques on rectangular grids, used in most numerical
modelling early studies: finite element methods; finite difference methods using
curvilinear grids, stretched rectangular grids, triangular grids and boundary fitted
coordinates; finite volume mcfhods (Spaulding, 1984; Capitao, 1989). However, the
generally recognized simplicity, intuitiveness in development and facility in
modification of the classical finite difference methods has also led researchers to
attempt retaining the benefits of such methods: a possible way to accomplish this is
by solving transformed versions of the original equations in rectangular grids, defined
in a transformed domain resulting from mapping the physical domain of interest

{Spaulding, 1984).

In general terms, given a cartesian space (x, Y, 2, ©), a geometric coordinate
transformation (time remaining unchanged) could be arbitrarily defined, so that a new
space, in the form (x", y", z', #) was obtained. As an example, a method for

horizontally mapping the physical domain into a space such that all boundaries
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coincide with codrdinatc lines is pres-ented by Spaulding (1984) for a two dimensional
model and could also be used as part of a generalised coordinate transformation
scheme for three dimensional models. However, a restrictive approach, widely used
when solving for unknowns whose variability is much higher vertically than
horizontally is to perform a vertical transformation alone, the well known G-type
transformation used in metereclogy and oceanography, allowing all other cartesian

components and time to remain unchanged.

In o-type transformations applied to coastal areas a depth varying domain is mapped
into a computational domgin of constant depth (bottorn and free surface becoming
coordinate planes of constant sigma values), while a new vertical velocity is defined,
accounting for both the cartesian velocity and the effect of changes in water depth,

due to water level variations (the bottom level is assumed not to change at the time

scale of simulations). The most widely used form of the ¢ transformation is

Z= ::‘I"I (3.16)

where H is the bottom depth (see figure 3.1), which keeps the vertical uniformity in

grid spacing in both the physical and the transformed domain (figure 3.2b).
Advantages of conventional ¢-type transformations include: a more efficient use of
computer resources; a direct way of. accounting for the impermeabiﬁty of marine
bottom and surface in hydrodynamic models; the possibility of using centered
horizontal differencing in the vicinity of the bottom and surface; a better
representation of the bathymetry, in the case of staggered grid models (Phillips, 1957;

Deleersnijder and Beckers, 1992).
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Figure 3.2 Definition of coordinate systems in the vertical plane: a) conventional
cartesian; b) conventional sigma; c) modified sigma with clustering of points near
the bottom; d) orthogonal curvilinear.
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Furthermore, as seen in the previous chapter, cohesive sediment dynamics in estuaries
is determined by two transport compdncnts: a horizontal (advective) component and
a vertical component. Around slack water the vertical component is dominant and
leads to large vertical concentration gradients, usually near the estuary bed. Hence
models must be able to correctly reproduce strong vertical variations of the
concentration over small length scales, i.e. fine discfetisations are needed. However,
and since the bulk of this variation usually happens in layers close to the lower
boundary, it is inefficient to represent the concentration numerically by its values on
a uniformly spaced computational mesh as the very fine spacing required in the

bottom layers is unnecessarily accurate close the surface where gradients are mild.

Based on the previous discussion and in an attempt to improve modelling accuracy in
the description of suspended cohesive sediment dynamics, while benefitting from other
advantages of o-type transformations, a vertical coordinate transformation was used

in the present work. For that purpose a generic space x", y*, o, £ was defined as

*

]

t t
x: x (3.17)
y'=y
g=a

(x,yr,z,t)

where ©=0(x,y,z,{) is a function to be specified later but will have the generic form

(see Appendix C)

n+H

through which, and for the case of suspended cohesive sediment modelling, as

6 =a[Z(x,y,2,1)] =a( et ) (3.18)

discussed before, a refinement of the grid close to the lower boundary will be sought.
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Using 3.18, time and space derivatives become:

— O — — — . ——

where T, A, B and T" are transformation parameters.

(3.19)

Introducing the above derivatives in equation 3.8 the following equation is obtained:

aC+’I‘£=-u 9 A 5€ iy s o w[rS
gt* OJo &* Odo dy* o do

Re - arranging again:
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aC=-u o -v oc -(T+uA+vB+wI‘)§
at- a‘- ayo aO'
0 d oC
(3.21)
2
+9 (sxac +9 (c;Ag]wa 9°C +Ai(exA§£
o\ Fax) &\ do a&*dc 0o\ * ao

2
+ 9 (e QC—]+i(s Bic-]m B ¢ +Bi(e BEJ
ayst yay ay-u y da ¥ ayuaa oa y do

It is obvious from equation 3.21 that, in the computational domain x°, ¥, o, £, and

by analogy with the physical domain, a transformed vertical velocity can be defined

as:

w=T+uA+vB+wl

T (3.22)

An interpretation of this transformed velocity and its relationship with the vertical

velocity that is measured or computed in the physical domain can be done by writing

T
» (3.23)
T

where the two components of the physical velocity in the physical domain w,, and w,,
are called the upwelling and upsloping (or vertical geometric) velocities, respectively

(Dclcersnijdcr, 1989).
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The upwelling velocity is not a consequence of surface or bottom gradients and can
be taken as the real vertical velocity of a particle free from geometric constraints, as
happens in the transformed domain; in terms of the particle’s Lagrangian velocity in

the transformed domain:

wWes—="2"X_Ty (3.24)
Conversely, the upsloping velocity is the component of the vertical velocity that
results from constraints, imposed through continuity, on the particle movement by the
geometry of the domain (bottom and surface gradients), i.e. it expresses the vertical

movement of a particle that would move, in the real domain along a surface of

constant 6, G =f(x,y,2,¢), for whichF=g- f(xp,yp,zp,t)is zero (where subscript p

denotes the particle’s trajectory) and, consequently

aF__¥_ ¥ _F_ .
i o Ya Ty Yl

wHIo__ &3 _ &b _ & (3.25)
0o &¢ OG0 & Oo & Qdag dy

I'w= Tw,=-T-uA-vB
as df/do=1, function f being the transformation itself.

Equation 3.22 consequently shows that the transformed vertical velocity is the natural
choice when the effects of geometrical constraints are removed (as in a ¢ domain)

and is fully consistent with the physics of the phenomena being described.

From equation 3.21 the complexity of the horizontal diffusion terms resulting from

applying the coordinate transformation to equation 3.8 is also apparent. An order-of-
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magnitude analysis of equation 3.21 .(Append.ix B) indicates that such terms are much
smaller (O(10"®) for normal estuarine conditions) than the remaining terms (O(1)) and,
in principle, they could be discarded in favor of horizontal advection and vertical
terms, without major losses in accuracy. A general hypothesis of similar nature is
discussed by Mellor and Blumberg (1985) for all the cases in which the horizontal
length scale of mean property variation is large rélative to the vertical scale, provided
the vertical grid resolution is fine enough. This hypothesis was confirmed by the same
authors, after modelling currents and salinities in New York Harbour and Estuary with
a grid of horizontal size 500 m and vertical size 6 m or smaller (a conventional &
coordinate systern was used). In their study, despite the fact that no horizontal
diffusivities were required, the correspondence with observed values was reported to
be very good. However, and in order to ensure full generality of the model developed
in the present work, it was decided to retain the horizontal diffusion terms, while
attempting their transformation into simpler forms, less susceptible of introducing

large errors due to their numerical computation.

As a first step, the terms on the right-hand side of equation 3.8, which represent

turbulent mass diffusion can be written as:

V-F i( E]@(g E]J(e §)=
ool Fax o\ 7oy} &\ *og

-OFr+9F.09F

&cxayyazz

(3.26)

which, by performing the coordinate transformation, becomes:
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d d

v-F=L_F+al d d d
ax* do

F+B-—F +I'—F 3.27
> 90 Y g ¢ (3.27)

F +

xay,

A transformed vertical flux can be defined as:

F,=F+2F+2F, (3.28)

Following Mellor and Blumberg (1985) the divergence of the turbulent mass fluxes

is defined as:

13 1 9 3
[ [+ T —

N +H gp* n+H gy
Substituting for F, , as defined in 3.28, and making use of the relation

VF,=

[(n+H)F, ]+ F, (3.29)

d 0

—M+H)=——(n+H 3.30

7 (1=~ (n+H) (330)
recalling 3.18 and that, for such transformations:

A= dc _do 9Z

_ 00 0o AZ (3.31)

and, consequently:

H+q (3.32)

equation 3.27 is recovered, i.e. formulations described by equations 3.29 and 3.27 are
equivalent if definition 3.28 is used. The formulation corresponding to equation 3.29

will, therefore, be adopfcd. ‘
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As a second stép, a choice of expressions for F, , F, and F, , taking into
consideration the conditions found in estuarine applications is necessary. For this
purpose it is of interest to consider the curvilinear orthogoﬂal system represented in
figure 3.2d, in which coordinate s is parallel and coordinate n is perpendicular to both
the bottom and surface. This system is the most adequate to represent surface and
bottom variability but, due to the small bottom slopes found in estuarine applications
it is, in fact, very similar to the ¢ system in figure 3.2c. Following Mellor and
Blumberg (1985) and by analogy with their formulation for momentum it can be

considered that:

(3.33)

where subscripts s and n denote tangential (or parallel) and normal directions. Mass

diffusivities can be defined on physical grounds, as
& =Vsks (3.34)
g _=

In these v, and v, are velocity scales corresponding to the unresolved subgrid parallel
motions and to the small scale turbulent normal motions, respectively, and have a
similar magnitude. However the geometric scale of parallel motion I, is O(As), where
As is the grid spacing in the tangential direction (see figure 3.2d), while the scale of
motion normal to solid surfaces (i.e. bottom), Z is O(1 m) and, consequently €, > €,
-(Mellor and Blumberg, 1985). Formulation 3.34 is in agreement with this scaling, as

can be confirmed near the bottom, since the normal flux is not influenced by any
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contribution arising from horizontal diffusion, as would happen if an additional larger

term depending on dC/on and €, was present in the latter (as in equation 3.21).

In order to transform F, , F, into F,, F_ it is useful to consider (figure 3.3a) the
angle, ¢, between the s surface (which approximately coincides with a surface) and
the horizontal which, for the mild bottom slopes found in estuarine applications

(usually less than 1:20) is very small and can be taken as

¢esinpx—S=22 (3.35)

Mass balance for the elementary wedge MOP of unit thickness (see figure 3.3a), in
terms of fluxes F,, F, and F, alone (i.e. in the absence of any other forms of
transport) leads to
F, =F,cos’p+F,sin’p
=F (1-¢*)+F ¢’ (3.36)
=F,

i.e. F, (and F,) can be replaced by F, in 3.29. Since coordinate systems d and ¢ in

figure 3.2 are, locally, very similar

F =g —=¢g —=g, 3.37)

Repeating the mass balance calculations for the elementary wedge of unit thickness

LQP (figure 3.3b)

F,=F sin*p+F, cos’d
=¢2F3+(1_¢2)Fn (338)
=F
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Figure 3.3 Definition of axes, cross sections of elementary surfaces and diffusive
fluxes.
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Given the small magnitude of the two last terms in 3.28, since not only AT and B/T
are very small for typical estuarine applications, but the horizontal fluxes are small as
well (see 3.32 and Appendix A), and taking into account the form of F_ given by 3.38,

it is possible to write:

oC oC
Fo zli*::ev?az:evrgg (3.39)

i.e. diffusion flux formulations which are, formally, similar to those of equation 3.8,

can be used.

Equation 3.20 can, consequently, be rewritten in its final, simpler, form as

6c__ 8 _ 3 -8
att axa ayt 60

+I"[_a._( FVSC) +._a._(gv]_" EJ]

do da do
A ) (3.40)
1" 4 oC
* (n+H)e,—
n+H a*| "ox"]
1 8 aC|
+ : (n+H) L —
n+H gy | oy ”)
while boundary and initial conditions can be rewritten as:
(i) Bed Boundary Condition
N,0(z,),t"|=F,=F,-F, (3.41)
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(ii) Free-surface Boundary Condition

No[o(,1]=W,Cloq +T2, 2

oK (3.42)
[4]

lﬂ(’l) =0

(iii) Solid Boundary Condition

oC
Bk—-—— "h'-:o

& (3.43)
aC
oy 7

where sbx” and sby” denote boundaries perpendicular to x" and y", respectively.

(iv) Inflow Boundary Condition
CFi5Yis Oiyot ") = Cig(Xips Yips Gyt ™) (3.44)

Initial Condition

C(x*,y%,0,8)=Cy(x",y",0) (3.45)

Finally, it is necessary to specify the form of transformation O, given that equation
3.40 was derived only with the restriction of condition 3.18. In the present case, since
grid refinement near the estuarine bed was sought, the following form for the

transformation was adopted (see Appendix C):

S0




o =1-1[(B-Z)/(B+2)] (3.46)
Inj(B +1)/(B-1)]

where B (B#1) is the parameter of the transformation, which vertically transforms a

physical domain, ranging from -H to 7| into a computational domain ranging from ¢=0

to o=1 (see figures 3.1 and 3.2c). The expression for the inverse transformation is

z=n+(H+n)Z(0) = +(H+n ) B=BIB+D/ B -1 (3.47)

{(B+1)/(B-1)]~}+1

and the derivatives which are defined in equation 3.19 are, respectively

where

7209 _g| o0 @) ]

ot | o (Heny
230 _yloH (-2 _n (H+) |
| & (Hm)® & (H+n)?| (3.48)

B=_‘-’1‘_’=K-§I_’r (n-2) _on (H+2) |
| & (H)P O (Hen)

- - 2P
K=K(Z)- (3.49)
In[(B+1)/(B-1))(p*-22)

The above derivatives are only functions of the transformation parameter [3, and of

variables which are known at each time step (1) and H) and their respective derivatives

with respect to the independent variables in the cartesian domain.
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3.5 Conclusions

In this chapter the cartesian three-dimensional form of the advection-diffusion equation
describing suspended cohesive sediment transport in estuarine environments was
presented together with the corresponding boundary and initial conditions. Analysis
of current cohesive sediment modelling practice recommends that the 3D form of the
equation is retained, due to the complex nature of estuarine flow and sediment
transport patterns. Furthermore, the need to correctly reproduce vertical concentration
proﬁles showing zones of strong variation, uéually located near the bed, requires that
appropriate grids are used in numerical simulations. The 3D advection-diffusion
equation was, therefore, re-written for a computational domain, through the use of a
generic vertical coordinate transformation. A modified form of the vertical velocity,
which is shown to be consistent with the use of such transformation, was also
introduced. Finally, an appropriate form for the mass diffusion fluxes in the
computational domain was presented, based on the physics of the phenomena being -
modelled and on the geometry of estuarine bottom slopes. The final equation is valid
for a generic class of vertical transformations, i.e. all those which are obtained from
the classical form of the sigma transformation proposed by Phillips (1957) through the
application of any formula which refines the grid in specific zones of the domain. For

the particular case of cohesive sediments a version of the transformation, allowing

grid refinement in near-bed zones without the need for an excessively fine

discretisation in upper layers of the domain, was adopted. The development of the

model whose formulation was described in this chapter is presented in éhapter 4.
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CHAPTER 4
DEVELOPMENT OF A SUSPENDED SEDIMENT TRANSPORT MODEL

4.1 General Aspects

The mathematical fénnulation for a suspended cohesive sediment transport model
written for a computational ¢ domain was presented in Chapter 3, based on currently
available formulations for the pertinent physical processes, as described in Chapter 2.
In this chapter the development of a numerical model (SUSMUD3), based on the
formulation of Chapter 3 is presented. Process-splitting, the basic approach followed
in the development of the model, is described in Section 4.2, while the numerical
formulation of each of the steps into which the original equation was divided is
detailed in Section 4.3. Tests carrried out with each of the model steps are described

in Section 4.4, while the main conclusions are summarised in Section 4.5.

4.2 Process-Splitting in the Computational Domain

As described in Appendix A, the complex nature of equation 3.8 whose solution,
depending on the relative magnitude of its terms, may behave as the solutions of the
extreme hyperbolic (advection dominated) or parabolic (diffusion dominated) cases
makes it difficult to find a single numerical method which is equally adequate for both
situations. Equation 3.40, which resulted from equation 3.8 through a coordinate

transformation, obviously presents the same properties.
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A convenient soiution for this problem is the use of a fractional ‘stcp method
(Yanenko, 1971; Verboom, 1975), as suggested by O’Connor (1971) and used by
Nicholson and O’Connor (1986). In this method each time step is broken into a
number of partial or fractional steps, each containing some of the terms of the original
equation. Each partial step is then separately solved through a specific numerical
scheme, independent from those used to solve the other steps, thus avoiding any
restrictions regarding the time and space resolutions resulting from terms not included
in the partial step being solved. Consistency and stability of the method are ensured
if each partial step is consistent and stable (Verboom, 1975). The advantages of the
fractional step method may also include the reduction of the dimensionality of the
problem to be solved and improved accuracy, if the split of the initial equation into
partial steps is done in comrespondence with actual physical précesses and adequate
numerical methods are used. Considering the properties of the method, equation 3.40
was split into four partial steps (as in Nicholson and O’Connor, 1986) which

correspond to the following grouping of terms:
(i) three-dimensional advection step;
(ii) vertical step, which includes vertical diffusion and settling;

(iii) longitudinal diffusion step;

(iv) lateral diffusion step;
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or, in terms of operators,

L

5 ~HO(Ly+Ly+ L +L)(C) @4.1)

where the L, correspond to the four indicated steps. Following Verboom (1975) aﬁd
treating the L, as ordinary parameters, locally constant in time, and integrating over

a time step Af (nAf to (n+I)At, where n is an integer value)

(n+D)Ar (n+1)Ar
[ ac_ f Ldt
A C A
nat nat (4.2)

C™l=exp(At.L)C"
=exp[At.(L,+L,+L; +Lp)C”

which can be split into component equations as:

C*=exp(At.L)C"
C*™=exp(At.L)C"
C**"=exp(At.L)C*"

(4.3)

C™'=exp(At.L,)C***
In the above expressions C", C** and C*** are intermediate concentrations having no
physical meaning and, consequently, the boundary conditions must be evaluated from
those at time steps # and n+1, Moreover, if the L, do not commute, then they should
be used in a sequence of all possible permutations in order to maintain the order of
the truncation error (Verboom, 1975). This means, in the case of 4.3, as in the case
of the similar process-splitting used by Nicholson (1983), that model operation would
be carried out in cycles of 24 ﬁmé steps, a rather impractical requirement. Nicholson
(1983) discussed the consequences of non-commutability for his splitting scheme and

concluded that these should be negligible if the model was satisfactorily verified.
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4.3 The Numerical Formulation of the Model

4.3.1 General

It follows, from the nature of the fractional step method and of the problem to be
solved, that the following conditions should be observed regarding the choice of

numerical methods:

a) Methods chosen for the solution of each step should be suitable for each type

of phenomenon (i.e. advection or diffusion).

b) In a likely situation, the rﬁodel will have to be run for long periods (a
fortnightly tidal cycle, for example): in order to minimize the computational
effort, Af should be as large as possible (within the bounds imposed by the
physical meaning of the solution) and unconditionally stable schemes should

therefore be used.
¢) Due to the large number of grid points involved (particularly in the horizontal

directions), methods involving the inversion of large matrices should be

avoided whenever possible.
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The numerical formulations adopted for each of the model’s partial steps are presented
in the following sections. The type of grid used in model development is illustrated

in figures 4.1, 5.10 and 5.12 and discussed in Section 5.4.
4.3.2 The Advection Step

In order to identify an accurate method to solve the advection step it is useful to
consider the physics it represents and the properties of characteristic lines. A
characteristic line (or, simply, characteristic) can be defined as the path followed by
a property or physical state when propagating through a solution domain. The concept
can be applied to a wide range of phenomena given its initial conditions, its governing
laws and the integration condiﬁons of such laws in the domain where propag-

occurs (Abbott, 1966), producing an integral or solution surface. In the present

the propagation of mass concentration in a tidal, turbulence-averaged, velocity field
is considered. This phenomenon is described, in a cartesian domain, as (see equation

3.8)

aC,. oC _oC, 6 aC (4.4)

—H—+v—+w—==0

a & oy &

which states that, for a purely advective case, the concentration remains constant along

characteristic lines that follow the flow and are mathematically defined by

—d—: =U(X,3,2,1)

d
& _ 4.5
~ vE,¥,%1) | (4.5)

% =w(x,y,z,t)
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which are the flow particles’ Lagrangian velocities.

The advection step in the transformed domain takes the form (see equation 3.21):

aC+u-ia—c-+v£+(T+11;A+VB+V.:I‘)gg=0 T (4.6)
ot & & oa

Considering now, in the x7, y, o, ¢ (transformed) space, a surface of constant C, the

total differential along that surface will be:

dC=2C g+ € v € 4. C i o @7
or* ax* oy* dg
Dividing by dt":
3C+3Cdx'+aCdy‘+£d0 =Q (4.8)

at- axt dt- ayq dt- ao dt-

Locally it can be considered that:

ax’ _dx_
de> dt 4.9)
H b,
dt* dt
which are Lagrangian velocities; also, given that do/dt"=dc/dt:

do =£=§.E+uﬂ+v%; +w§a§=T+uA+vB+wI‘=1Tf (4.10)

de* dt & &

Equation 4.8 can, then, be rewritten as:

oC i 9€ w9 9€ +ﬁ§=0 (4.11)
att &t ayn 60

effectively recovering equation 4.6. Again, equation 4.11 states that in a flow with

velocity field u,v,w in the space x",y",0,t” a given concentration distribution is
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advected by the flow, with no change in its values along characteristic lines, during

an interval A", along distances defined, for each point { of the domain, by

=/ ALY + (VALY + (ALY (4.12)
Finally, by comparing equations 4.4 and 4.11 it is observed that, formally, they are the

same, ie. the advective phenomenon represented by the original equation in the
cartesian space is described by a similar equation in the transformed space (once the
transformation is performed and 4.10 is considered) and, consequently, the same

solution techniques can be used for solving both equations.

The method of cﬁaracteristics is, given its properties, the natural choice when
describing advective phenomena, its accuracy being higher than that of conventional
Eulerian schemes (Baptista, 1987; Costa, 1991). A direct consequence of the properties
of characteristic lines is that, for such problems as those described by equations 4.11,
4.9 and 4.10, and in order to obtain the concentration at a point x’=y, y"={, 6=t and
time #'=T+A¢ it is only necessary to determine the concentration at point x"=y-uAt,
y'=L-vAt, 0 =£-W AL, (i. e., reached along the characteristic) at time £'=t (as Af"=AL).
The backwards method of characteristics is a direct translation of this approach and

consists of two steps:

() Backtracking the characteristic lines between time (r+I)Af and time nAf ie.
following backwards elementary fluid parcels or particles, whose positions at
time (n+I)Af would coincide with the nodes of the computational grid, in
order to locate their feet; mathematically, this corresponds to the integration

of ordinary differential equations 4.9 and 4.10.
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(ii) Determining the concentrations at the feet of the characteristic lines, through
interpolation using the known nodal values at time nAf, and transferring them

to the heads of the characteristics.

The three dimensional algorithm developed for the backward method of characteristics
and used by model SUSMUD3 requires velocity data at two generié time steps
(n+1)At and nrA¢, at each node i, j, k, of the transformed domain, to progress the
solution in time. For each node i, j, k, at time (n+1)At, an arbitrary particle is assumed
to be located at the node and its characteristic line backtracked, starting with its
velocity at that time, u; , ¥ , W%, ; the particle’s velocity is updated through
interpolation in space and time, every time the particle leaves a grid cell of dimensions
Ax’, Ay',Ac. The backtracking procedure is stopped when the available time, Af, has
elapsed, or when the particle has reached a boundary plane. The concentration at.the
foot of the characteristic is determined through second degree polinomial interpolation,
based on the conclusions of Baptista (1987) regarding the accuracy properties of

several interpolation schemes for the method of characteristics.
In the first case (the foot of the characteristic is located within the domain, i.e. not at

a boundary) the interpolation procedure consists of three successive sweeps (using

concentration values at time nAf):
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Figure 4.1 Illustration of 3D space and 2D plane interpolation procedure. The
characteristic line, as computed by the model, is also sketched in the upper figure
(note velocity updating in each cell). :
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(i) the first sweep involves 9 nodal values C,.,., in each of three planes of
constant value of a variable, say o, producing, through interpolation in a

second direction, say y°, 3 values C,., per plane;

(ii) the second sweep is made in the x* direction, in each one of the three constant

© planes, and produces one C, per plane;

(iii) the final sweep is made in the G direction to produce the final interpolated C
value at the foot of the characteristic (i.e. the C" value at the head, at time

(n+l)At ).

In the second case (the foot of the characteristic is found at a boundary plane, at
a time nAf<t<(n+1I)Af), the concentration is found through bidimensional mterpolation
(two sweeps, only), of the nodal values in the boundary plane, at time step n, if the
boundary is a solid or outflow one, or at time steps n and n+I, followed by time
interpolation, if the boundary is an inflow one. The interpolation procedure and the

shape of a characteristic line are sketched in figure 4.1.

4.3.3 The Vertical Step

The equation for the vertical step, which results from 3.40 and 4.1 is

X rwerre (4.13)
ot Oa| ¢ da

subject to boundary conditions:
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Nu[o(z,,),t']=Fb=F,—Fp (341
at the bed, where the erosion and deposition fluxes may represent exchanges with a

cohesive bed or a fluid mud layer, and

. oC
2l=wC re. 2 =0 (3.42)
NC[O(T]) ' ] FV: |u(r|)+ SVEOL(q)

at the free surface. The bed boundary condition can be rewritten by considering a re-

entrainment coefficient (Nicholson and O’Connor, 1986), defined as

V= ——— T &T
T, b~ ed (4.14)
r=1 2T,

which represents the fraction of sediment that, at a given time, could not withstand the
near-bed hydrodynamic actions and did not deposit (1, and T.s» as defined in Chapter
2, are the mean bottom sheér stress and a critical shear stress for deposition,
respectively), and is related to Krone’s probability of sediment deposition. Therefore,

the deposition flux (F, =dm, /df) can be expressed as:

dm,
F,=—2=(-NW,C (4.15)

Consequently, and since near the bed (6=0(z,)) both the sediment that does not deposit

and the eroded sediment have to be diffused to the upper layers

dm
|=:via£ =I‘3£L =-—2-rW.C| (4.16)
@)

aZ Z; ¥ 80 dt @)
and, adding the settling flux to both sides, the bed boundary condition is transformed

into
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aC dm,
— +WC = - 1— W‘: (4.17)
aoLa.) * I°(z") dt W, I"(z*)

Na[a(z,,),t‘] =Te,
The finite difference equation resulting from 4.13 was obtained using a forward
difference approximation for the time derivative and, in space, forward differences
for the settling te;rm (i.e. the gradient of the settling flux at a given grid point is
computed using the concentration at that point and-at the point above) and central
differences for the diffusion term. An implicit method was used and, consequently, for
a given point in a vertical, omitting indexes i, j for clarity:

»

Cia-C
ot *lo=k-1)a0 At®
0 v, Cra-W.C*
Pg(WsC)L-a-uM =T, St i +0(A0) (4.18)
- Cea=Co’ _, C-C
I‘a—a-(l"ev% A M T i | TP
° T flo=(k-nas Adg Ac
where

2= evkr =€ |o-(k-l)Aa (4.19)
and both the diffusion coefficients and the settling velocities are computed using the

latest known value of the concentration. Therefore, for points k in the water column

(i.e. not located at the boundaries):

(ol {Ar(-_r"z’t"ﬂ]
B 2

. . _
+ n+l 1 +At I‘k( 8k+1n+8:_112) + I‘t n,"k (4.202.)
* Ag? Ag

=C,:'

[ Ie> W
it Af[- fklm - k;"m]
(0] 0]
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that is:

4,CL b G e, Ol =) (4.200)
where a, b and ¢ are the coefficients corresponding to the lower, main and upper
diagonal of the matrix corresponding to the tridiagonal system of nk finite difference

equations obtained for each vertical i, j. At the bottom (k=) the coefficients are

defined as:
RANLLIEIA
L Ao ? (4.21a)
™Y Ar _PIE;_I‘IW& =C"+At-—r—1 om,
2 Ag? Ao k Ag ot
that is:
', om
b,C e, €3 =l v AL ¢ (4.21b)
1 172 ! Ag ot
while at the free surface (k=nk) the following expression is obtained:
Cara|A t[— Tubucs Tk W’*-l]
-1 2 A
Ao ¢ (4.222)
I.e,
+1 £BE-1
+Cop [1+At o =Cp
that is:
a, Coy+b, Cot=Ch, (4.22b)

The system of nk equations is solved using the Thomas algorithm (see, for exﬁmple,
Anderson et al., 1984). The numerical method used for solving the vertical step is

consistent with the partial differential equation being solved and has a truncation error
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of O(At, Ac). The method is also expected to be unconditionally stable (see Appendix

D).
4.3.4 The Horizontal Diffusion Steps
The two horizontal diffusion steps in equation 3.40 are of the same type and were

numerically treated using the same method. For example, the equation for the

longitudinal diffusion step is:

oC 1 9 oC
= (m+H)e,— (=
o ﬂ*Hax‘[ﬂ "ax*}
(4.23)
=_1__a_.DghaC
Dac- &‘v

where D is the total depth.

For the longitudinal diffusion step the domain was divided into x', o planes (i.e.
planes of constant y* ) and each plane was then swept longitudinally, row by row,
using the unidimensional Barakat and Clark (1966) method. For the lateral difusion
step a similar procedure was followed, after division of the domain in y", o planes (i.e.

of constant x").

The Barakat and Clark method is described as an alternate direction explicit method
(Anderson et al., 1984) and consists of two steps followed by averaging. Applying the

method in the x” direction, for example, with y* and & constant: in the first step the
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Figure 4.2 Computational molecule for the unidimensional Barakat and Clark
method.

solution is propagated from the boundary nearest to the x"=x,, point in the domain,
in the direction of increasing i (omitting j and k for clarity), using an already
calculated or an inflow boundary value to the left (i-1 ) of the operating point () and
the known value to the right (i+7) resulting from the previous time step (or, in this
case, the previous partial step). The equation for the first step is (omitting superscript

" in the longitudinal coordinate):

+1 A A
ro-rf _1{Dypeip o _r_u)_Di—uz Ei-lﬂ(rn*l_r_'"l) (4.24)
At D axr T a0

where the r'and rf}; are, in fact, known C™ values (see 4.3), P""is the intermediate
value to be computed and %/, is an intermediate value already computed or an inflow

boundary concentration. Combining terms, the following expression is obtained:

+ 1- n A n+
r ' =( 1 +I ]" i"‘*( II a ]r i+1 *’(m)" i—ll (4.25)

where
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(4.26)

In the second step the solution is propagated from the boundary nearest to the x"=x_,
point in the domain in the direction of decreasing i, this time using an already
calculated or an inflow boundary value to the right (i+I) of the operating point (i)
and the known value to the left (i-1) resulting from the previous partial step. The

equation for the second step is:

vl n
S Ny 1

At D,

(4.27)

k h

D, . e; D, e

2 ;Iﬂ(s;ﬁl 'S.'Ml)‘_—‘ L ; lp(Siu'S;.'.l)
Ax

where, again, the 5" and 7, are known C™ values, 5™ is the intermediate value to
be computed and s™;, is an intermediate value already computed or an inflow
boundary concentration. Combining terms as in the first step:

n+l_ 1-A n Y n+l A n 4.28
i e b oo 2 e

where A and y were defined in 4.26. The concentration after the longitudinal diffusion

partial step is then obtained, through averaging, as:

n+1 n+1
cre - S (4.29)
' 2

The boundary conditions used in the horizontal diffusion step were:

oC
L

at outflow and solid boundaries, respectively, and

R (4.30)
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C(xt;!yésams“)=cw(xi;syu;n Ou,’t*) (3.44)

at inflow boundaries. In the second case the boundary condition is automatically

included in the calculations by making:

¢ =pml =S;"+1 =C',;:,+l . (4.31)

for the boundary points. In the first case (no flux boundary at point i) two cases can

happen.

(i) Flow domain develops to the right of point i (i.e. point i+ belongs to the

domain)

Considering that 8C/dx"l, ;,,=0, the right-hand side of 4.23 is approximated as:

-C,

19 De, € .,,ehcﬁl i (4.32)
D gx* ax* Ax?

and therefore;

- Ai:z(ciﬂ -C)=0 (4.33)

D Wt At

oc_1 af ac] c-c!
- 8 (-3
at-t D&* ;

where the time levels of concentrations in the space derivatives will be

specified in the two steps. Expanding, it is possible to obtain for the first step:

P =(-ayr Al (4.34)
where
A
2= Ats,- (435)
Ax?
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For the second step a similar expression is obtained (with A as defined in

4.35) as:
rant S PN R (4.36)
1+ 1+4

(i) Flow domain develops to the left of point i (i.e. point i-I belongs to the

domain)

Similarly to case (i) and considering that dC/0x"l,,,,,=0, the expression for the

first step is:

ALl LT L R B (4.37)
1+2 1+A

and for the second step:

st = At H1-A)sT (4.38)

where A was defined in 4.35.

The Barakat and Clark method is consistent with the diffusion step equation being
solved, is unconditionally stable and has a truncation error of O(Af, Ax?) because the
lower order error terms resulting from the two steps cancel in the averaging (see

Appendix D).
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4.4 Tests of Model Steps

4.4.1 General

The three-dimensional suspended cohesive sediment transport model SUSMUD3 was
developed in FORTRAN 77 using three different computers: two Digital Equipment
Corporation machines (VAX 11-780 running a VAX-11 FORTRAN compiler under
a VMS operating system and a VAXstation]l/lGPX running a VAX FORTRAN
compiler under a MicroVMS operating system) and a PC (with a 486DX2/66
processor, running a MS-FORTRAN compiler under a MS-DOS operating system).
The need to use several computers was due to the end of operation of VAX services
at the National Laboratory for Civil Engineering (LNEC) in Lisbon, Portugal, where

the model was developed. A flowchart of the model is presented as Appendix E.

The set of routines which composes model SUSMUD3 was tested at two levels. In a
first level, all routines were separately tested, in a comprehensive way for individual
performance using known test resuits. In a second level, the routines included in
computational modules were tested as a group against known analytical solutions or
field data. The computational modules which were tested correspond closely to the

different model steps; these are:

(1)  the tridimensional advection module, which solves the advection step in the

model;
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(i) two horizontal diffusion modules of similar structure, the first for solving

longitudinal diffusion and the second for solving lateral diffusion;

(iii) two vertical modules, the first solving directly the vertical step, and the
second solving a version of the vertical step which is derived from the

vertical one dimensional transport eguation.

In the following sections the test cases used for each of the above modules are

presented together with the corresponding results.
4.4.2 The Advection Step

The advection module was tested against a bi-dimensional case in the x*, y* plane but
the results are representative of conditions in the other planes( x*, ¢ and y°, & ) since
the computer code is entirely similar, as confirmed during first level testing. Due to
the nature of the code a three-dimensional grid had to be used and, therefore, the test
conditions were repeated in each one of the horizontal planes of the grid. As a
consequence, some small losses in accuracy can be expected, due to the need to carry

out additional vertical interpolations.

A square domain (in plan) with L,=L =2400 m, was discretized with Ax=Ay=50 m.
The initial condition in the domain was a two dimensional gaussian distribution of unit

height in the form (figure 4.3):
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Figure 4.3 Initial condition for advection test case.

(x ' "-xo.)z - 0’ “yo.)z (439)
2

2s, 233,2

Cox*,y ") =exp| -

with standard deviations s = Sy=4Ax and centered at x,"=L_ /2, Yo=L, /4.

The advection of the gaussian distribution was studied in a clockwise rotating velocity
field, in which the flow velocities at each point are proportional to the distance of the

point to the center of the domain x. =L, /2, y.'=L, /2:

u=-Q(y-y.))

. (4.40)
v= Q(x-x,)

a full revolution taking place in 120 time steps of Af=100 s (i.e. Q= -21/T=-27/(120

Af)) and with boundary condition (for >0):
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Cpx*,y",0=0 (4.41)

where subscript i denotes points at the horizontal edges of the domain, where the
concentrations are already very small. The computed concentration distributions after
T/4, T/2, 3T/4 and T are presented as figures 4.4, 4,5, 4.6 and 4.7. Agreement between
the final result of the simulation and the initial condition, which should have been
recovered through the solid body rotation, is good. The peak of the distribution, after
a full revolution has a magnitude of 91.4% of the original value and only small
negative values are found at the back of the distribution. This was mainly due to the
nature of the interpolation method that was used. In terms of mass conservation the
numerical method was found to cause a loss of mass of 0.22% per time step. The
overall shape of the concentration distribution was well preserved but the peak of the
cbmputed distribution was not located at x,'=L, /2, y, =L, /4, as in the initial
distribution. This was mainly due to inacuracies in the back-tracking of the particles.
Cross sections of the initial distribution and of the computed distribution for =T
naturally reflect those inaccuracies. Cross-sections along planes parallel to the x axis
are presented in figures 4.8, 4.9 and 4.10, while similar cross sections, along planes
parallel to the y axis, are presented in figures 4.11, 4.12 and 4.13. Nevertheless, it is
expected that the method is much more accurate than that used by Nicholson and
O’Connor (1986) in which the end points of the trajectories were determined through

a simple backward projection with no updating of the initial nodal velocity.

As an indication of the relative performance of several numerical methods for

advective simulations it should be mentioned that Costa (1991) compared the output
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of different schemes using the test case described above, but with a grid having twice
the spacing, i.e. Av=Ay=100 m. The numerical methods which were used in the tests
and the value of the concentration distribution peak, after one full revolution =0,
are shown in table 4.1. From such results the bad performance of all Eulerian methods
is apparent, a result which is confirmed by the very poor simulation of the shape of
the distribution by such methods (see Costa, 1991, for details). The forward method
of characteristics used by Costa (1991), on the contrary, produced good results, both

in terms of the peak value and of the shape.

Table 4.1
Peak Values in Advection TestCase Using Several Methods (After Costa, 1991)

Method Peak Value of Distribution (t=T)
Forward Method of Characteristics 0.90
Upwind Scheme 0.10
Central Differences Scheme 0.69
QUICK Scheme 0.64

4.4.3 The Vertical Step

The vertical step was tested in two different ways. In the first, the vertical module was
used to simulate two simple situations, a depositional one and an erosional one, for
which an analytical solution is available (Dobbins, 1943). In the second, a modified

version of the vertical module, a 1D model solving the one dimensional vertical
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transport equation, was used to simulate a field situation using concentration profiles

obtained by Kirby (1986) in the Severn estuary.

The Dobbins analytical solution was derived using concepts related to coarse sediment
transport and expresses the evolution in time between two equilibrium concentration
profiles (i.e. those for which the rate at which sediment is picked up from the bed

equals the rate of deposition).

Equilibrium concentration profiles have the generic form

where K is the concentration at the origin of the vertical coordinate z (i.e. at the top
of the bed material, z growing upward), W, and €, are the settling velocity and the
vertical diffusion coefficient, respectively. For constant settling velocities and diffusion
coefficients, the Dobbins analytical solution, expressing the time evolution between
two equilibrium profiles for which K=C, (initial condition) and K=A, respectively, has
the form:

C=Ae_('?'z) +(C0—A)e_(;v:"z) Y F (4.43)

n
n=1

where:

F. = = (4.44)
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Figure 4.8 Cross-section, parallel to the x axis (y=600m) of the initial and
simulated concentration distributions for advection test case (¢=7).
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and

W, .
Y, =cos(e,z) +ﬁ sin(e,,2) (4.45)

YR

In the above equations H is the water depth, as before, and the o, are the real positive

roots of the following equation

W.H
2e

2cot(He) =—B%_ v (4.46)
WH Huo

2e

v

Boundary conditions used for the derivation of the Dobbins solution are a no net flux
condition at the free surface, as in 3.10, and a condition corresponding to the existence

of equilibrium profiles, at the bottom:

gv(%z‘:']"; W,C),,=0 (4.47)
Dobbins checked his analytical solution against simple laboratory tests using lucite (a
resin) as sediment. The physical parameters of his first test, i.e. H=0.416 m,
W.=2.46x107 m/s and =W, /3 m’/s, were used and 30 terms in the summation in
equation 4.43 were considered, in order to compute the analytical solution for two

Ccascs.

i) A deposition case, with C,=I kg/m’ and A=0 kg/m’, closely corresponding to

Dobbin’s first example.

ii) An erosion case, with C,=0.15 kg/m’® and A=1 kg/m’.
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The results corresponding to the time evolution of the concentration profile for the
deposition case are presented in figure 4.14, while the final profile corresponding to
the erosion case is presented in figure 4.15. In this last case only the final profile is
presented, since the numerical module does not assume intermediate equilibrium
profiles, as happens with the analytical solution. The simulation results are good, as
the output of the numerical module virtually coincides with the analytical solution in

both cases.

For the second test a one-dimensional vertical transport equation in the transformed

domain was used, in the form

oC =]_"i WC+Te % +T QC._ (4.48)
a* Oda| ° Yo dag

This equation is obtained from the cartesian version of the same equation (see, for

example, Ross, 1988), through the coordinate transformation described in the previous
sections. Equation 4.48 differs from the vertical step in 4.13 only through the last term
on the right-hand side and is solved using boundary conditions 3.42 and 4.17 and an

appropriate initial condition (concentration profile at #=¢,).

The vertical one-dimensional_model was applied, using the parameters for flow and
sediment and the schematic hydrodynamics data (sinusoidal variations of water level
and of the depth averaged velocities) described by Ross (1988), to the simulation of
vertical concentration profiles in the Severn estuary (Kirby, 1986). A detailed
description of the simulation is found in Costa (1994). In figure 4.16 the initial

condition, the measured profiles (two profiles, measured at five minute intervals for
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each case) and the results of the model simulation are presented. Good agreeement is
found between the simulated profiles and the measured data, particularly if it is
considered that the latter are also influenced by horizontal phenomena which cannot

be reproduced by the vertical model.
4.4.4 The Horizontal Diffusion Steps

The two horizontal diffusion modules were tested against the same one-dimensional
analytical solution, since both are one-dimensional versions of the original Barakat and
Clark numerical scheme applied to successive rows or columns in the x*,¢ or y',&

planes.

The instantaneous point source release of a given mass (per unit area) m at x,, =L/2
of a laterally and vertically well mixed channe] with no flow, closed at both ends, was
simulated. For the computations L=8m, m=1000 g/m* and a constant longitudinal

diffusion coefficient £,=0.25 m*/s were arbitrarily chosen.

In order to simulate zero diffusion fluxes at the closed ends of the channel four virtual
sources of the same magnitude were placed at x,, =3L/2, x,,"=-L/2, x,,’=3L/2 and

Xys =5L/2 in order to compute the analytical solution as (Harleman, 1988):

5 . (x * -x * 32
Ca*,t)=Y —— i exp- G (4.49)
i (4l dme,
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Figure 4.14 Analytical solution and computed concentrations for deposition test
case. '
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Figure 4.15 Analytical solution and computed concentrations for erosion test case.
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The horizontal diffusion modules were run taking the computed analytical solution at

t=1 s as the initial condition (figure 4.16) with time steps Af=0.1 s and A#=0.01 s.

Plots of concentration as a function of position along the channel for times £=5 s, t=10
S, =20 s and t=30 s (figures 4.17 to 4.20) show that the Barakat and Clark method
is well suited to simulate diffusive phenomena, as computations carried out with both

time steps closely agree with the time evolution of the analytical solution, As

600 -
550 -
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450 ~
400
350 -
300 4
250
200 4
150 A
100 -
50 -

— initial conditions

C(mgA)

Figure 4.17 Initial condition for horizontal diffusion test case.

expected, better results are obtained with the smallest time step (Af=0.01 s) and, in
fact, such curves can hardly be distinguished from the analytical solution curves in

figures 4.17 to 4.20.
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Figure 4.18 Analytical solution and computed concentrations for horizontal
diffusion test case (¢=5 s).
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Figure 4.19 Analytical solution and computed concentrations for horizontal
diffusion test case (¢=10 s).
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- Figure 4.20 Analytical solution and computed concentration for horizontal diffusion
test case (£=20 s).
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Figure 4.21 Analytical solution and computed concentration for horizontal diffusion
' test case (£=30 s). '
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4.5 Summary

In this chapter the development of a three-dimensional transport model for suspended
cohesive sediment (SUSMUD3) in a computational domain was presented, using the
formulation derived in Chapter 3. Time-splitting, t.he strategy adopted for numerically
solving the transport equation was presented, together with the numerical methods
used to solve each one of the transport components. Tests performed with the
computaﬁonal modules used in the model are described in detail and showed good
agreement with the reference test cases. An application of model SUSMUD3 to an

estuarine channel is presented in Chapter 5.
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CHAPTER 5
THREE-DIMENSIONAL MODELLING OF FINE SUSPENDED SEDIMENT
TRANSPORT IN THE MERSEY NARROWS

3.1 Introduction

In this chapter an application of the three-dimensional transport mode! for fine
sediment described in Chapter 3 (SUSMUD3) is presented. The model was applied to
the simulation of suspended fine sediment transport in the Mersey Narrows, in a
winter spring tide situation, which, as noted by Halliwell and O’Connor (1974),

produces ideal conditions for maximum movement of fine sediment in the estuary.

The Mersey estuary is one of the best studied estuaries in the world. A significant
number of scientific papers have described its features and documented their evolution
in more than one hundred years, as a result of both major civil engineering works in
the estuary and of natural causes; such papers, even if published decades ago, provide
valuable background information which does not exist for most estuarine systems.
Furthermore, the Mersey estuary was chosen due to the availability of recent field and
laboratory data and modelling results, most of which were promoted by the Mersey
Barrage Company (MBC) ﬁithin the framework of the feasibility studies for the
construction of a tidal barrage in the estuary. The Narrows, in particular, was chosen
as the simulation dom;ain due to both its geometric regularity and to the fact that most

of the available field data were collected in that region of the estuary, --
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In order to globally characterise the estuary, a brief description of the Mersey is
presented in Section 5.2, based on the work of Cashin (1949), Price and Kendrick
(1963), Agar and McDowell (1971), Bowden and Gilligan (1971) and Halliwell and
O’Connor (1974). Data obtained by the same authors or compiled from earlier sources
on the tide, flow, salt and sediment regimes of the Mersey and on the nature of the
bed is also summarised and, despite the time elapsed until present, allows an useful
overview, to be interpreted in the light of more recent studies. Section 5.3 contains
recent information, obtained from reports either directly produced by MBC or its
contractors, in particular, Hydraulics Research Ltd. (HR). Application of model
SUSMUD3 to the Mersey Narrows, using as input the process modeling parameters
previously described and, whenever necessary, three dimensional hydrodynamics and
fine sediment modelling results by HR, is described in Secti;)n 5.4. Finally, the
conclusions resulting from the application of model SUSMUD3 are summarised in

Section 5.5.

5.2 A Brief Description of the Mersey Estuary

The estuary of the River Mersey is located on the NW coast of England, between the
estuaries of the Ribble and of the Dee and separates Lancashire, to the North, from
the Wirral peninsula in Cheshire, to the South (figure 5.1). The most important urban
centre on its banks, Liverpool, developed into a major city mainly during the industrial
revolution p_eriod, due to the proximity of its port facilities to the most important

inland industrial areas, located around Manchester, and to to its convenience as a point
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St. Bees Head

Irish Sea

Figure 5.1 Location map of the Mersey Estuary (adapted from Agar and
McDowell, 1971).
of departure for trans-Atlantic travel. Success of the Port of Liverpool, relative to other
ports, was due to the large tidal range at its mouth which ensured enough water depth
at high water, while also producing strong scouring currents in the main navigation
channels. The large tidal range, however, also forced the construction of an expensive
system of locks and basins for access to the main docks. Besides Liverpool other
major dock systems” have developed in the estuary, at Birkenhead, Garston,

Bromborough and Manchester (through the Manchester Ship Canal, connecting
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Eastham to Salford) while smaller ports are also found at Runcorn, Widnes and

Warrington (figure 5.3).

Hilbre

e Bay Datum pa
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&/,
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-—r—— 31 m oetow BO West Hoyle Bank

o 5km

Figure 5.2 Liverpool Bay map (1969) showing the training banks (adapted from
Agar and McDowell, 1971).

The Mersey estuary drains into Liverpool Bay (also known as the Lower or Outer
Estuary) which is a shallow zone of about 180 km?, containing large areas of sand
banks which are exposed at low water (figure 5.2). Ships bound for the port facilities
in the estuary cross the bay tl_lrough the main navigation channel (comprising Queens
Channel and Crosby Channel, connected by a bend at Askew Spit). The channel was
- initially maintained by dredging but, due to lateral chanmel mdvernent, it was
eventually trained, between 1909-1957, through tipped stone walls over a distance of
about 14.5 km., Construction of training banks, while reducing the amount of dredging

necessary in the channel itself, was found to produce major changes in the
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hydrodynamic patterns of the Bay, which were responsible for bringing more sand to
the mouth of the Mersey and, ultimately, due to the estuary’s gravitational circulation,

to the Upper Basin.

The Mersey Narrows and the Upper Basin form the Upper Estuary (figure 5.3). The
Narrows is a straight deep channel, connecting Liverpool Bay to the Upper Basin,
approximately 9.5 km long, from the mouth (New Brighton) to Dingle. It is about
iSOO m wide at New Brighton, decreasing to a width of about 750 m at its narrowest
part (Liverpool Landing Stage), which has depths of up to 18 m at low water spring
tides. The channel’s width increases again to about 2150 m at Dingle. The Upper
Basin is a large, shallow, tidal basin, about 90 km? in area, which dries out almost
entirely at low water. It has a length of about 42 km from Dingle to Howley weir,
Warrington, and a maximum width of 5500 m. The low water channel in the Upper
Basin meanders through areas of sand and mud, constantly changing its course, before
flowing into either Garston or Eastham channels, which, together with the Middle
Deep channel form the channel system of the lower zone. The Middle Deep is a flood
channel while Garston and Eastham are ebb channels, aA feature which still influences
net flow distribution in some landward sections of the Narrows. The capacity of the
Upper Mersey Estuary, between Rock Light and Runcorn, defined as the volume
between the bed of the estuary and the highest level reached at all points by a
particular high spring tide, decreased about 10% from 1861 to 1961, as a result of
changes in erosion/deposition patterns arising from the construction of works and

dredging.
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Figure 5.3 Upper Estuary of the Mersey (adapted from Price and Kendrick, 1963).

The estimated daily input of fresh water to the Mersey estuary from rivers and rainfall
(carried either by sewers or directly falling over the estuary and. the Manchester Ship
Canal) is estimated at about 4.6x10° m®, of which 52.1% correspond to the river
Mersey and to its tributaries (Water Pollution Research Laboratory, 1938, cited by
Price and Kendrick, 1963). More recent data indicates that freshwater discharges
averaged over periods of 10 days vary between 24 m¥s to 250 m*/s with a median of

about 80 m®/s (Bowden and Gilligan, 1971).

Water levels in the Mersey estuary are usually measured relative to Liverpool Bay
Datum (LBD) which is 4.43 m below Ordnance Datum (Newlyn) and approximately
corresponds to the low water level of a 9 m tide at Liverpool. The mean water level
in the estuary is 4.67 m above LBD. Tidal heights and ranges in the Mersey are given

in table 5.1, while a diagram of tides at Princes Pier, Liverpool, is shown in figure 5.4.
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Table 5.1
Tidal Heights and Ranges in the Mersey Estuary
Levels in m above LBD - Adapted from Price and Kendrick (1963)

Section Mean Springs Mean Mean Neaps

HW LW | Range HW LW | Range HW LW | Range
Gladstone 8.75 0.55 8.20 7.83 1.46 6.37 6.98 2.35 4.63
Dock
Princes 3.84 046 8.38 7.92 1.40 6.52 7.01 2.32 4.69
Pier
Eastham 9.14 0.27 3.87 8.17 1.31 6.86 7.28 226 5.02
Widres 9.54 5.03 4.51 8.50 4.88 3.62 7.50 4.75 2.5
Fidler's 9.78 6.92 2.86 8.69 6.86 1.83 7.59 6.80 0.79
Ferry
Warrington || 10.03 | 7.92% | 2.11* 884 | 7.65% | 1.19* 7.53 | 7.35% | 0.18%

* not absolutely reliable

The volumes of water entering and leaving the Upper Estuary in each tide (tidal
prisms) are 535x10° m’ at spring tides and 190x10°m® at neap tides (Cashin, 1949).
Halliwell and O’Conn-or (1974) also indicate a value of similar magnitude, of 430x10¢
m?, for the tidal prism of a spring tide having a high water level of 8.53 m at the

Gladston; section.
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In the Mersey Naﬁows, the estuary’s gravitational circulation is well developed (Price
and Kendrick, 1963) with a residual landward current in the lower layers (transporting
sand, near the bed) and a residual seaward current in the upper layers. Nodal points,
defined as those for which there is no net drift of water near the bed, usually coincide
with bars, where mobile bed material tends to deposit. Three bars are found in the
Mersey, namely at the seaward ends of the Garston and Eastham channels and at the
end of the trained channel in Liverpool Bay. A further bar exists at the mouth of the
Narrows (New Brigton bar) due to the interaction between the residual plan circulation

generated by the trained channel and the gravitational circulation in the vicinity of the

mouth.
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Figure 5.4 Diagram of tides at Princes Pier, Liverpool (adapted from Cashin,
1949). Note: figures in the curves are tidal ranges in feet.

- The surface salinity distribution measured almost simultaneously along the estuary is
shown in figure 5.5. Tidally-averaged salinity differences between the bottom and the
surface are usually small and measured values at the Egremont section of the Narrows

on 9 tides were observed to vary between 0.36 and 4.14 g/, with an average of 1.8
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g/1 (Bowden and Gilligan, 1971). Salinity differences of 2 g/l between the bottom and
the surface are also reported by Price and Kendrick (1963). Conditions in the Narrows
are considered as fairly representative of those in the central portion of a partially-
mixed coastal plain estuary (Bowden and Gilligan, 1971).
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Figure 5.5 Distribution of surface salinity along the Mersey estuary, 6 hours after
High Water (adapted from Bowden and Gilligan, 1971).

Salinity {g/0)

A concise description of the nature of the bed and the maximum tidal velocities in
Livéfpool Bay and the Upper Estuary is shown in figures 5.6 and 5.7, respectively,
(Water Pollution Research Laboratory, 1938, cited by Cashin, 1949)., Detailed
information on the geology and sediment dynamics of the eastern Irish Sea and of

Liverpool Bay and the Mersey estuary can _be found in Sly (1966).

It can be seen from figures 5.6 and 5.7 that, at the time such figures were produced,
muddy or clayey sediment occurred over small areas of Liverpool Bay and, more
extensively, in the Upper Basin, being almost entirely absent from the Narrows.

According 'to Halliwell and O’Connor (1974) the majority of the silt in suspension is
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picked up ﬁoﬁ the area around the Middle Deeps and the Tranmere/Brunswick section
and is spread out in a tongue by the ebb tide along the Narrows, towards Rock
Light/Gladstone and the Crosby Channel. Silt is brought into suspension again by the
flood tide and carried back into the Upper Estuary and, therefore, follows an
oscillating pattern, some of it settling at slack water near dock entrances or shoaling
the docks, as a result of water exchanges with the estuary during levelling periods.
This pattern of fine sediment dynamics is also supported by data of the Water
Pollution Research Laboratory (1938), who confirmed, through physico-chemical
analyses, thz;t suspended sediment and material forming the mud banks in the Upper

Basin were of the same nature.

The long-term sources for new rﬁud entering the Upper Estuary were also investigated
by the Water Pollution Research Laboratory (1938). Although river and sewage'
discharges and erosion of shores and marshes in the estuary and in Liverpool Bay
might be expected to contribute to sediment inflow into the estuary, analyses of
sediment composition and of the volumes available from such sources indicate that
their importance should be minor. The main source of new mud in the Mersey was
found to be the bed of Liverpool Bay and of the Irish Sea outside it. This was
confirmed by the similar compositions of the mud fractions deposited in the Irish Sea,
in the Bay and in the Upper Estuary. Mud is widespread on the west coast of Britain
and covers large areas of the bed of the Irish Sea. A tongue of this mud appears to
connect the Mersey estuary to a large area of mud extending northwards in shallow

water to the Solway (Water Pollution Research Laboratory, 1938).
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Figure 5.7 Nature of the bed (a) and maximum stream velocities in ft/s (b) in the
Upper Estuary {(adapted from Cashin, 1949).

O’Connor (1987) studied the long term trends in the evolution of the Mersey and
confirmed that the estuary is currently filling with sediment of seaward origin. Data
compiled by the same author indicates that every year in the late 1960’s, on average,
some 6x10° m’ of silt and clay and 1.9x10° m® of sand entered the estuary from the
sea, of which only 1.3x10° m’ contributed to the loss of capacity of the Upper

Estuary, the rest being recirculated. Since only about 10% of the sediment retained in
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the Upper Esﬁaw correspond to the silt/clay fractions and the Narrows are generally
clear of deposits (O'Connor, 1987) it can be expected that most fine sediment entering
the estuary will join the mass of sediment already following the oscillatory pattern
described by Halliwell and O’Connor(1974) in the Narrows and can be expected to

reduce as dredging activities reduce.

3.3 Background Data For Model Application

In order to apply model SUSMUD3 to the simulation of suspended fine sediment
transport in the Mersey Narrows it is necessary to summarise the field and laboratory
data produced in recent times and, in particular, since 1980, which is of direct interest
for mud process description .and for comparison with model output. It should be
mentioned, however, that recent &ata sources are generally consistent with the globa.l‘

description presented in the previous section.

A first aspect to be studied is related to the dynamics of sediment in the estuary and
the nature of the bottom in the Mersey Narrows. Studies by Hydraulics Research on
the hydraulic feasibility of the proposed Mersey barrage (HR, 1988) indicated, based
on interpretation of recent data, that "the quantity of sand entering the estuary at
present time (1988) was insignificant"” and that emphasis should be on the examination
of the movements of silt. The same study recognised a quasi-equilibrium between the
silt flux leaving the estuary and that (slightly higher) entering it. Furthermore, it is

mentioned that "there is little evidence of silt in the bed of the main channels" and
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Figure 5.8 Nature of the bottom in the Mersey Narrows based on recent data
collected by HR and MBC.
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that "the small amount of deposition is confined to those areas of inter-tidal bank just

covered by the respective tides".

Programmes of grab sampling were undertaken by HR in October 1989 (HR, 1989a:
HR, 1990b) and by MBC in the Autumn of 1990 (Wﬂks, 1991). Samples coliected by
HR were characterised through grain size analysis while samples collected by MBC
were characterised through visual inspection or grain size analysis. The nature of the
bed in the Narrows, based on the information resulting from the studies by HR and
MBC is presented in figure 5.8, It can be concluded from the figure that mud is only
found in restricted areas in the banks (either in consolidated or in unconsolidated
condition) while most of the bottom is sandy. Characterisation of the nature of the
bottom as hard bottom may be interpreted as indicating either rock or very
consolidated mud. These studies are in agreement with the conclusions of previous
authors who describe the bed of the Narrows as, generally, sandy. Therefore the
assumption can be made, for the Narrows area, that fine sediment m.oving landward
and seaward, following the oscillatory pattern described by Halliwell and O’Connor
(1974), does only briefly deposit around slack water before being re-entrained again
during the accelerating stages of the tidal cycle. Simple erosion/deposition
formulations, without explicit consideration of consolidation phenomena, as typically
used to describe low concentration environments, should, consequently, be an adequate

modelling choice and were adopted in the application of SUSMUD3 to the Narrows.
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Properties of Merséy sediments are described by HR (1989b). Sediment samples from
Egremont (in the Wirral, approximately opposite Victoria Tower in Liverpool),
Runcorn and Eastham were collected and tested in the laboratory. The first two
sampling positions were located in muddy patches within predominantly sandy areas
and sediment collected there cannot be considered as representative of Mersey muds,
as confirmed by the tests. Eastham sediment showed about 80% by weight of fine
sediment (silt and clay) and was considered by HR as representative of recently
deposited Mersey mud. Erosion tests were conducted with consolidated (1.7 to 8 days)
Eastham mud in HR’s annular flume (in which only the lid rotates). Tests produced
a typical value for the erosion parameter of equation 2.35, taken as independent of
depth, 0,,=0.0005 m’s. Parameters for the shear strength versus dry density
relationship of equation 2.44 were found to be {,=0.013 and 8,-10.7 (see figure 2.8).
The critical shear stress for erosion is determined from this relationship as 0.2 Pa, by
assuming a bed formation dry density of 50 kgm™ (see also HR, 1990a). The above
values for the erosion parameter and for the critical shear stress for erosion were

adopted in the application of SUSMUD3 to the Narrows.

A value for the critical shear stress for deposition was obtained by HR (1990a) as
T,,~0.08 Pa in the process of validation of a deposition algorithm using field data
from Eastham. A slightly higher 1,~=0.1 Pa was used as input for SUSMUD3. The
.median_ settling velocity formulation used in the same study was in the form W, ;=

0.005 C and is plotted, for comparison purposes only, as a dotted line in figure 5.9.
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Median settling velocities of silt in the flocculation settling range, using Owen tube
data, were also obtained during the 1989 field measurements (HR, 1990b) and are
plotted in figure 5.9. Although data points in the hindered settling range are not
available for the Mersey it can be assumed that such data from the Severn (Thorn,
1981) are generally representative of conditions found in estuaries of the west coast
of the UK (see figure 5.9). Assuming C,:b.S g/1, curve fitting pfoduces k,=1.557x107,
ny=2.087, W, =1.018x10"ms’ mé, for n,=5.0, k= 1.006x10°, in equations 2.8 and
2.9. Settling velocity curves computed with those parameters are also plotted in figure
5.9. Finally assuming C,=0.05 g/I, and that the settling velocity in the free settling
range is constant and equal to that computed for the flocculation range for the same
concentration one obtains W,,=3.0x10‘5ms"' . All these settling parameters were used

in the application of SUSMUDS3 to the Narrows.
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Figure 5.9 Settling velocity curves for the flocculation and hindered settling ranges
based on data by HR (1990b) and Thorn (198 1). See text and figure 2.5 for
parameter definition.

147



P

TE.

e N7
Ni:
.

Kol i
\

S

i

ST
B
et

v
‘. =<

) )

) (Y
& %
('b 0

Figure 5.10 Plan view of the grid used by model SUSMUD3 and measurement
positions for the field studies described in the text.
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Numerous field measurement campaigns have been carried out in the Mersey by HR
and MBC during studies for the Water Research Centre (WRC) and the successive
stages of the feasibility studies for the construction of the Mersey Tidal Barrage. Some
of those studies have produced data on sediment concentrations under a variety of
conditions but since, as mentioned before, spring tides are considered to produce the
best conditions for maximum sediment transport, measurements made in intermediate
or neap tide conditions will not be considered in the present work. Furthermore, since
model SUSMUD3 is three-dimensional, it is considered that data allowing the
description of the vertical structure of the concentration field is the most adequate and,
therefore, such data will be preferred to results presented in depth or section-averaged
form. Measurement positions corresponding to the field studies described below are

shown in figure 5.10.

Suspended solids concentrations were measured at positions 2, 3 and 4 of section 13
in the Narrows (in the Egremont zone). Concentrations, at points located 1 m below
the surface and 1 m above the bed in such positions, were obtained at regular intervals
during several tidal cycles. Data measured in intermediate and spring tides in March,
1982, September, 1982 and September 1983 is described in HR (1982a), HR (1982b)

and HR (1983), respectively, and plotted in figures 5.38 to 5.43.

Suspended sediment concentration measurements at three positions located near the
proposed barrage line were carried out in 1991 but only one position (Station A) was

occupied during a spring tide (HR, 1991). Nevertheless a large number of discretely
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sampled concentration profiles (divided into several size classes) were obtained at
Station A during a full tidal cycle (see figures 5.47 to 5.49 for depth-normalised plots

of the fine fraction, of size less than 63 pm). Data obtained during the campaign

indicated that the flood and ebb transports of both coarse and fine sediment are finely

balanced and very sensitive to the tidal range. Furthermore the sediment in movement
across the barrage line during neap tides (the only ones for which more than one
position was measured) was predominantly fine. These data confirm, once more, the

conclusions of Halliwell and O’Connor (1974).

Vertical profiles of salinity, temperature and turbidity were measured, through rapid
drop profiling, at seven positions during a spring tide on 23 November 1991 (HR,
1992a). Three of the stations measured, Points 10, 12 and 14, were located in the
Narrows, at the centre of sections located at the mouth, between Liverpool and
Birkenhead and at Barrage Line 3, respectively. The depth-normalised continuous

profiles obtained during these studies are plotted in figures 5.44 to 5.46.

Continuous point monitoring of silt concentrations was also carried out between June
1990 and May 1992 in shore based stations at Prince’s Pier, Eastham and Runcom
and, later, at Garston, at dépths 0.6 m from the bottom. In such stations the silt
transducers were attached to large concrete blocks, which were suspected of
significantly influencing the recorded suspended concentrations (Carter, 1992). An
environmental monitoring buoy (MB in figure 5.10) equipped with a turbidity

transducer, 1 m below the surface, was also deployed, causing less disturbance in the
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values obtained, at the approximate line of the proposed barrage, 2100 m east of the
Dingle navigation buoy. A curve resulting from averaging the concentrations measured |
during spring tides (in ppm Formazin, assumed equivalent to ppm silt) was produced

(Carter, 1992) and is presented in figure 5.50.

5.4 Model Application

Model SUSMUD3 was run for the tidal conditions used by HR in their 3D
mathematical modelling studies of tidal flows and sedimentation in the Mersey (HR,
1992b) which had a tidal range of 8.4 m at Princes Pier and is comparable, in terms
of levels, to the spring tide of July 23, 1990. Ebb and flood durations were 391 and
354 minutes, respectively. S].ISMUD3 Was run in a non-interactive way, i.e. the
computed concentration field did not influence the velocity field during its calculation, |
a reasonable assumption for low to intermediate concentration environments. The
model was therefore run using the 3D (by layers) horizontal velocity (i.e. depth
averaged horizontal velocities in each layer) and bottom shear stress fields, previously
produced by model TIDEFLOW3D from HR, and boundary conditions (in terms of

concentrations), at the appropriate inflow sections, produced by the same model.
Calibration data for TIDEFLOW3D in terms of tidal levels, velocities, residual

velocities and salinities is found in HR (1992b) and was considered by HR to be

satisfactory (see, for example, figures 5.13 to 5.15). This model, like the field
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observations reported by Price and Kendrick (1963) and Bowden and Gilligan (1971),
did not indicate a significant amount of vertical saline stratification and, therefore,
salinity effects were only indirectly (i.e., through their effect on the velocity field

computed by TIDEFLOW?3D) taken into account by model SUSMUD3.
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Figure 5.11 Grids used by models SUSMUD3 and TIDEFLOW3D.

The bathymetry of the finite difference grid used by SUSMUD3, with Ax=Ay=150 m,
was based on that provided by HR, which resulted from the bathymetry of a previous
model having a 75 m grid si;c with corrections resulting from 1991 surveys. A view
of the bathymetry of the Narrows, as used by HR’s model which reproduced a much
larger zone, from Liverpool Bay to Howley Weir, is presented in figure 5.12 For
computational simplicity the tidal flats which represent a small area of the Narrows,
were artificially taken as being at Chart Datum level (CD=-4.93 OD(N)) in the present

application, while maintaining the total water discharge over the depth.
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The grid used by model SUSMUD3 is node-based, (i.e. all values are defined at the
same nodal positions) as opposed to the staggered grid used by HR’s TIDEFLOW3D

(see figure 5.11). Horizontally, the grid for SUSMUD3 was built on the positions

Princes Pier

10.0

Waler Level {m CD)

0.0 l 1 1 !
0 3 6 9 12

Hours after HW Princes Pier ‘ = Mods| water lavel

v  Observalions (23.7.90)

Figure 5.13 Water levels simulated by TIDEFLOW3D and field observations
(23.07.90) at Princes Pier (adapted from HR, 1992b).

where the y velocity values were computed in the HR grid and horizontal
interpolations of the water levels, x velocities and, at inflow boundaries, concentrations
were carried out in order to define their respective values at the new grid positions,
The grid used for running SUSMUD3 in the Narrows had 62x40 nodes (in the x and -
y directions, respectively). Furthermore, TIDEFLOW3D was set up with a maximum
of 8 horizontal layers of unequal thicknesses and, in order to transfc;'m the layer-
averaged velocities produced by this model into those required at the 21 vertical

nodal positions used by SUSMUDS3 for the Mersey Narrows, vertical interpolation was
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performed, as well. In both the horizontal and vertical interpolation procedures the
discharges in the original layers were calculated and conservation of the total
discharge was imposed around each interpolﬁtion vertical. This aspect was particularly
important in areas of the domain where the number of layers at the x velocity
calculation positions was not the same, due to changing depths, to that at the y
velocity interpolation position. Furthermore, as happens in- TIDEFLOW3D, a
logarithmic velocity profile was assumed in the bottom layer of each profile. Vertical
velocities, needed by SUSMUD3 but not available from TDDEFLOWSD, were
calculated in the cartesian domain by imposing a surface vertical velocity equal to the
time rate of the free-surface variation and linearly interpolating to a zero value at the
bottom. This simple approach was found to produce better results than mass
conservation calculations based on the horizontal velocities, due to local inaccuracies
resulting from the interpolation procedure of the latter. The time step used for running

SUSMUD3 was, similarly to that used for HR’s model, Af=894.24 s.

In all tests SUSMUD3 was set up to simulate a repeating tidal cycle, with t,
corresponding to HW at Princes Pier. A uniform initial concentration of 0.15 g/1
(consistent with the bou.ndary values at HW) and the boundary conditions resulting
from TIDEFLOW3D were used. The pattern of sediment transport was found to reach
a state of dynamic equilibrium after 5 tides, sooner than TIDEFL.OW3D under similar

 circumstances, possibly due to the smaller area involved in the simulation.
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Figure 5.14 Velocities simulated by model TIDEFL.OW3D and observed velocities
(21.09.83) at Position 3 of Section 13 in the Narrows (adapted from HR, 1992b).
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Figure 5.15 Velocities simulated by model TIDEFLOW3D and observed velocities
(21.09.83) at Position 4 of Section 13 in the'Narrows (adapted from HR, 1992b).
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The final conditions of the initial run, both in terms of suspended sediment and of
freshly deposited sediment were vsed as initial conditions of the final run of each test,

encompassing a single tidal cycle.

A series of preliminary runs were carried out to check model sensitivity to variations
in process defining parameters and to identify possible improvements in the
computational structure. In these tests vertical diffusion coefficients were computed
using the Smith and Kirby ( 1989) formulation, described by equations 2.23 to 2.27.
In this case coefficient €, was kept constant during the tidal cycle. Sensitivity tests
indicated that a value of 0.14 m%s, proposed by the same authors, was adequate,
Stability parameters used were 0=5.0 and B=1.5. Horizontal diffusion coefficients
were set at 10 m/s, as in HR’s model, and this value was adopted in all remaining
runs, given the lack of sensitivity of the model to changes in these parameters, During .
the preliminary series of tests it was observed that the tidal variability of the settling
velocities resulting from the range of concentrations found in the domain was small.
Therefore, the generalised decrease in concentrations in the upper layers of the water
column (and the corresponding increase in the lower layers) typically found in
estuaries before slack water and confirmed by the Mersey field data, was not

adequately reproduced by the model output.

A first attempt at improving this aspect was through the use of a unity probability of
deposition, as suggested by Sandford and Halka (1993), allowing simultaneous erosion

and deposition. This approach, however, did not produce significantly different results.
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A second attempt was carried out through changes in certain process defining
parameters. The critical shear stresses for deposition and erosion were slightly
increased, to 0.2 and 0.3 Pa, respectively, allowing deposition to take place for.a
longer period. In the absence of a model allowing changes in the magnitude of the
settling velocities during the tidal cycle, as a result of the decrease in floc breakup in
the vicinity of slack water, as commonly ot;scrved in field situations, it was also
decided to enhance such velocities through their multiplication by an empirical

function. The function which was adopted had the form

T e
F(tb)=1+(10"'-l)[1-( b ] } Ty<m,T,,

MyTee (5.1)

F(z,)=1 T, 2m, T,

which indirectly translates the above effect, in the absence of a finer representation
of floc aggregation and breakup in the turbulent velocity field. Parameters m ; M, and
m; were assigned values of 1, 4 and 2, respectively, leading to a tenfold increase of

the settling velocity in the vicinity of slack water.

The use of function 5.1 and of the revised critical shear stresses allowed a much better
representation of the depositional sequences near slack water and was adopted in the
following runs. Furthermore, and given the large variations in the input shear stress
between two consecutive time steps (separated by, approximately 15 minutes), givfng
rise to large inaccuracies in the computed erosion/deposition fluxes, it was decided to

spiit the vertical calculation into a succession of 12 partial calculations. The bottom
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shear stress for each one of the partial calculations resulted from linear interpolation

between the input shear stress values,

Following the preliminary tests a reference case was computed using the process
mode] formulations and the corrections already dcscﬁbed. Diffusion formulations and
parameters remained tﬁc same relative to the preliminary runs. The results of the
reference simulation are shown in figures 5.18 to 5.37, where a vertical distortion
factor of 50 was used for better visualisation. The figures correspond to time steps
separated by, approximately, 75 minutes and should be analysed in conjunction with
the bottom shear stress distributions, in particular around slack water, as shown in
figures 5.16 (LW slack) and 5.17 (HW slack), plotted at Af intervals. It should be
noted, relatively to figure 5.-16 that a conventional value 1,=0.2 Pa (i.e. non-

erosion/deposition conditions) has been assigned to dry areas near both banks.

It is observed from the shear stress distributions that depositional conditions do not
occur simultaneously in the whole domain and that such conditions seem to prevail
for longer periods at the innermost area of the Narrows, close to the barrage line. It
is also observed from the figures that the. time step of, approximately, 15 minutes
which was used in the hydrodynamics caIculatiops is, apparently, too large. In fact the
shear stress evolution near slack water seems to be rather fast and in certain areas in
the central zone of the domain (and, particularly, around HW slack) depositional

conditions are not detected.
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In the series of figures 5.18 to 5.37, and in very general terms, the first four sets of

two figures can be described as representing ebb conditions, the fifth and sixth

encompass a LW slack condition (see also figure 5.16), the following three represent

flood conditions and the last set corresponds, approximately, to HW slack. In this
sequence, figures at the bottom of each page show the vertical structure of the
concentration field (including the imposed boundary condition), through mapping in
seven equally-spaced cross-sections. Figures at the top of each page show the surface
concentration distribution and that at the outflow section (i.e. the view is taken from
the seaward end of the domain in the first five figures and from the landward end in
the remaining). It should be notqd that the concentration distributions at the inflow
boundaries result from the calculations of TIDEFLOW3D and present a rather
different vertical structure than that produced by SUSMUD3 in the inner domain.
Therefore, the results produced by the latter in the immediate vicinity of the inflow
boundaries should be analysed carefully. The inflow section in figures 5.18 to 5.27 is
that of the barrage line, while in figures 5.28 to 5.37 it corresponds to that at the

mouth of the Narrows.

It is observed from figures 5.18 to 5.37 that the model was .able to reproduce the
expected global features of a suspended fine sediment concentration field under tidal
action. A vertical concentration structure in the water column which is typical of fine
sediment suspensions and, in particular, the increased stratification associated with

depositional conditions near slack water are well represented. Pickup of sediment from
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Figure 5.16 Bottom shear stress distribution around LW slack. -
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Figure 5.17 Bottom shear stress distribution around HW slack.
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Figure 5.18 Surface and outflow section concentration distribution in the
Narrows (HW+75 min).
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Figure 5.19 Vertical concentration structure in the Narrows (HW+75 min).
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Figure 5.20 Surface and outflow section concentration distribution in the
Narrows (HW+149 min).
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Figure 5.21 Vertical concentration structure in the Narrows (HW+149 min).

169



Cime/h)

1€+03

HW+224 min

Figure 5.22 Surface and outflow section concentration distribution in the
Narrows (HW+224 min).
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Figure 5.23 Vertical concentration structure in the Narrows (HW+224 min).
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Figure 5.24 Surface and outflow section concentration distribution in the
Narrows (HW+298 min).

C (tmg/1)

25
5SS
S SIS
e T
S ES05S
S “:’:’0 0525583
S SS053085
CoCSe
S50

OS>
SISO
TS0
SSSSSSSE $305983
oSS SPOIC OIS OS

HW+298 min

Figure 5.25 Vertical concentration structure in the Narrows (HW+298 min).(
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Figure 5.26 Surface and outflow section concentration distribution in the
Narrows (HW+373 min).
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Figure 5.27 Vertical concentration structure in the Narrows (HW+373 min).
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Figure 5.28 Surface and outflow section concentration distribution in the
Narrows (HW+447 min).
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Figure 5.29 Vertical concentration structure in the Narrows (HW+447 min).
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Figure 5.30 Surface and outflow section concentration distribution in the
Narrows (HW+522 min).
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Figure 5.31 Vertical concentration structure in the Narrows (HW+522 min).
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Figure 5.32 Surface and outflow section concentration distribution in the
Narrows (HW+596 min).
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Figure 5.33 Vertical concentration structure in the Narrows (HW+596 min).
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Figure 5.34 Surface and outflow section concentration distribution in the
Narrows (HW+671 min).
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Figure 5.35 Vertical concentration structure in the Narrows (HW+671 min).
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Figure 5.36 Surface and outflow section concentration distribution in the
Narrows (HW+745 min).
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the bottom after slack water and its re-entrainment to upper layers of the water column

are also well documented in the accelerating stages of both the ebb and the flood.

The inflow of turbid water from the Upper Basin into the Narrows, during the ebb,
apparently in agreement with the oscillating pattern of sediment movement already
described, is observed in the figures. Hiéhcr concentrations found near the banks (in
the continuation of the Eastham and Garston channels) at the beginning of the ebb, are
also apparent from the figures. The increase in concentration in the upper layers,
during the accelerating stages of the ebb is followed by a drop in their values, as seen
by the sediment distribution at the_ surface. Around LW slack most sediment is found
in thin near-bed layers showing high concentrations. Pick-up of recently deposited
sediment together with incre#sed sediment concentrations in the incoming flow
characterise the beginning of the flood while, at later stages, lower concentrations are
found. Increasingly stratified conditions are, again, found when HW slack is

approached.

In order to allow a more detailed evaluation of the model and, in particular, of the
vertical structure of the computed concentrations, output was compared with field data

from selected points.

Data from Section 13 (from Egremont, in the Wirral, to Sandon Dock, near Victoﬁa
Tower, in Liverpool) was used to compare two formulations for the vertical diffusion

coefficients, all other parameters remaining the same relative to the reference
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simulation. Case A was computed using the Smith and Kirby (1989) formulation with
€=0.14 m’/s as before. In Case B, coefficient &, was replaced by &, defined as a
function of the depth-averaged horizontal velocity and total water depth, as in equation
2.28. Values used were £,=0.025 m?/s and €,=0.00125, as recommended for the
Mersey by Bowden and Hamilton (1975). In both cases the stability parameters had

the same values as before (a¥5.0 and B=1.5).

As described in Section 5.3, data is available for near-bottom and near-surface points
of positions 2, 3 and 4 at Section 13, during intermediate and spring tides of ranges
8.9 m, 7.8 m and 6.9 m at Gladstone Dock, corresponding to tides of March 9, 1982,
September 16, 1982 and September 21, 1983, respectively. Of the three positions only
the one at the centre of the section (Position 3) has data from all three occasic;ns.
Position 2 has data from the last two tides while at Position 4 data was only obtained
during part of the second tide. Values obtained are plotted in figures 5.38 to 5.43
where the concentrations are the measured values (without any Vcorrection as a function
of the tidal range) and the abscissas (times of measurement) were normalised, in terms

of the ebb and flood times of the simulated tide (July 23, 1990).

Despite possible measurement inaccuracies and the large scatter observed in the data,
trends can be estimated from the field measurements and compared with model
simulations. In general terms it is observed that curves produced by the model at the

near bed positions show better agreement with the field trends than those produced

near the surface,
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At near-surface positions the model was not able to reproduce the time variability of
concentration and, in particular, the low turbidity levels observed in fhe field at
Positions 2 and 3, during the two last tides, for about two hours around slack water.
However, field measurexﬁents during the first tide at Position 3, seem to indicate a
lower degree of variability and model simulations are in better agreement with them.
A similar situation is found near the surface at Position 4, despite the small number

of data points available.

At the near-bed positions, and despite the large scatter observed in the field data,
reasonable agreement is obtained, in both magnitude and time evolution of the
concentrations, although the sharp variations around slack water, which are found in

the field, are still not reproduced by the model.

From the figures it is also observed that Case B shows a slightly better agreement
with the field trends than Case A.‘ A time-dependent formuliation may, therefore, be
preferred to a vertical mass diffusivity formulation using coefficients which are
constant in time, althoﬁgh major improvements in accuracy are still not obatined.
Results from the simulations seem to indicate that incrcasingly complex turbulence
closure models are necessary if more realistic simulations are to be carried out.
Furthermore, the need for better data sets, which will be necessary to validate system
modeis using such turbulence closures, is also evident, as the scatter of points in

figures 5.38 to 5.43 only allows a semi-quantitative model evaluation.
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Figure 5.38 Near-surface field data and model simulations at Position 2 in Section

13 of the Narrows.
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Figure 5.40 Near-surface field data and model simulations

13 of the Narrows.
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Figure 5.42 Near-surface field data and model simulations at Position 4 in Section
13 of the Narrows.
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Figure 5.44 Continuous field profiles (full lines - 23.11.91) and model simulated
profiles (dotted Lines - 27.07.90) at Point 10 in the Mersey Narrows.

193




Point 12 HW+151 min

Paint 12 HW+201 min

C (mgh)

1.0 . 1.0 .
0.8 —{~ 0.8 }
t
T os \ T o0s !
= f " = '
?. 04 ?."': 0.4
N * [¥] l.
02 A 0.2 ‘,_
0.0 \ 0.0 JL \‘
0 200 400 600 8O0 1000 0 200 400 600 800 1000
C (mgN) C (mgn)
Point 12 HW+352 min Point 12 HW+507 min
1.0 . 1.0 ‘ ;
¥ H
0.8 0.8 }
1 \'n
E: 0.6 y". ?__ 0.6 :"'=-
2 o4 (\' 2 o4 b E'L
N [ N [
02 \- 02 K g
e
0.0 i CLE T Y Y 0.0 - aa
0O 200 400 600 BO0 1000 0 200 400 600 800 1000
C (mgn) C (mgh)
Point 12 HW+712 min
1.0 .
0.8 14—
)
. f_ 0.6 1
02 >
0.0 \
0 200 400 600 800 1000

Figure 5.45 Continvous field profiles (full lines - 23.11.91) and model simulated
profiles (dotted lines - 27.07.90) at Point 12 in the Mersey Narrows,
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Figure 5.46 Continuous field profiles (full lines - 23.11.91) and model simulated
profiles (dotted lines - 27.07.90) at Point 14 in the Mersey Narrows,

The vertical structure of the computed concentration field (réfercnce case) was further
investigated through the use of the continuous profiles obtained at Points 10, 12 and
14 during the spring tide of range 8.6 m at Princes Pier on November 23, 1991 (see
figures 5.44 to 5.46). Measurement times were, again, normalised relative to those of
the July 23, 1990, tide. Depths are also presented in normalised form, due to

differences between the natural depths and those resulting from the modei grid,
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Figufe 5.47 Discrete field profiles (02.07.90) and model simulated profiles (full
lines - 27.07.90) at Station A in the Mersey Narrows.
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Figure 5.48 Discrete field profiles (02.07.90) and model simulated profiles (full

lines - 27.07.90) at Station A in the Mersey Narrows.
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Figure 5.49 Discrete field profiles (02.07.90) and model simulated profiles (fuil
lines - 27.07.90) at Station A in the Mersey Narrows.
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The mociel is found to simulate reasonably well the concentration magnitudes and the
general trends of most field profiles. High near-bed concentrations produced by the
model cannot be adequately evaluated, 'g'ivcn the difficulty in obtaining measurements
close to the bottom (as confirmed by the elevations of the lowermost points in most
profiles). Nevertheless the shape of some of the ﬁélﬁ profiles seems to indicate that
high concentrations should be expected near the bed, if adequate measurement
techniques are used in future studies. An obvious difference between mode! and field
data is related to the fine details of the vertical concentration structure which are not
simulated by the model. In fact, the simulation of lutocline formation can bardly be
expected for the range of concentrations found in the Mersey (mostly in the
flocculation settling range), given the process models adopted for settling and vertical
diffusion. The need for improved descriptions of such processes, possibly including

mutual interaction, is, again, apparent. -

A second comparison was carried out using results fro.m the reference case and the
discretely sampled profiles at Station A near the proposed barrage line during the
spring tide of range 8.4 m in November 2, 1990. The suspended concentrations of the
fine fraction (diameters from O to 63 pm)-are shown in time and depth normalised
form in figures 5.47 to 5.49. Again, and although some field points seem inconsistent,
the magnitude and general trends of the data are reasonably represented. Despite the
lack of near bed resolution of the field measurements, it is confirmed that high

concentrations can be expected in the Mersey Narrows at certain stages of the tide.
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Figure 5.50 Model computed versus averaged concentrations over several spring

tides at the Environmental Monitoring Buoy.

Finally, the near-surface concentrations computed for the reference case in the vicinity
of the Environmental Monitoring Buoy were compared with the values, averaged over
several spring tides, of the observed concentration represented in time-normalised form
(figure 5.50). Although a direct comparison should be attempted with caution, due to
the different nature of both data sets, it 1s observed that, during most of the tidal cycle,
the model] simulation corresponds reasonably well to the trend of the field averaged

data, with the exception of near-slack water periods, as mentioned in previous

comparisons.
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3.5 Summary and Conclusions

Model SUSMUD3 was run for a spring tide condition in the Mersey Narrows using
process modeiling and sediment characterisation data provided by HR and MBC. The
model was applied in a decoupled way, using hydrodynamic information and sediment
concentration boundary conditions reéulting from a previous run of model

TIDEFLOW3D of HR for the same estuary,

Model operation and the values of some process defining parameters were improved
during a series of preliminary runs. Changes introduced at that stage were imposed by
the need to simulate near-slack deposition/erosion sequences and, once again, stressed

the need to improve modelling and parameterisation of vertical transport processes.

Model simulations performed with a reference set of parameters were consistent with
the results of the numerous studies carried out in the past in the Mersey estuary and
reproduced well the expected global features of a fine suspended sediment
concentration field under tidal action. In particular, vertical stratification in the water
column, settling/deposition and erosion/re-entrainment sequences around slack water
were observed. In order to allow a more detailed evaluation, model output was
compared with field data from selected points and verticals, for which results from

previous studies, carried out under different tidal ranges, were available.
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Within the limitations of existing data sets and, in particular, their non-synoptic and
local nature and the lack of near-bed resolution, the vertical structure of the computed
concéntration field was evaluated. The performance of the model was tested with two
different formulations for the vertical mass diffusivities and it was possible to confirm
that a time-dependent formulation may produce better results than a formulation using
coefficients which are constant in time. It was also recogﬁse&, through comparison
between computed and measured profiles, that, while the model was able to correctly
simulate the magnitude of the concentrations measured in the field and, in éencral, the
trends found in the vertical profiles, it was not possible to reproduce the finer
structural details which are apparent in the field data. High near-bed concentrations
detected in some of the field profiles were reproduced by the mode! but only

improved data sets will allow 2 more complete characterisation of this phenomenon.

Evaluation of the results obtained, therefore, suggests that further improvements in the
model and in the way it was applied should be attempted. Such improvements and,
in particular, more complex formulations for the vertical settling and diffusive mass
fluxes are expected to produce a finer description of the vertical concentration
structure found in estuarine environments. It seems, therefore, that, in order to improve
the performance of model SUSMUD?3 for engineering applications in low to medium

concentration environments, a number of steps need to be considered.
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a)

b)

d)

Using the model in a completely interactive way, with a fully 3D
hydrodynamics driver (i.e. computing also vertical velocities) and a salt

transport model.

Carrying out a detailed calibration study of the hydrodynamic field for each
application case and, in particular, in connection with the bottom shear stresses
which control erosion and deposition. The choice of an upper value of the time
step for the numerical simulations, based on the evolution of the bottom shear

stress near slack water should be considered.

Introducing in the coupled models more sophisticated turbulence closures, in
conjunction with an improved description (i.e. as a function of turbulence
parameters) of the aggregation/breakup dynamics of flocs and of their.
respective settling velocities. This approach does not necessarily imply, in a
first stage, the development of a multiple size class approach (see, for example,

Le Hir et al., 1993; Maicherek et al., 1995).

Carrying out tests with the vertical component of the model or with the simple
vertical one dimensional model described in Chapter 4, in order to further
investigate the vertical structure of concentration profiles and improve the
simulation of vertical fluxes. It is possible, as indicated by runs of the vertical
1D model, that an upper value of the time step is also imposed by the need to

simulate the time evolution of the finer structural details of the profile.
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Again, testing of the above modifications would require improved field and laboratory
data sets to be obtained, a difficult requirement, particularly in connection with the
vertical dynamics of fine sediment. In fact, the nature and quality of such sets for
validation purposes seems to be the critical issue for modelling progress at the present
time. The costs of developing and running more complex codes should also be
considered and carefully weighed in terms of the accuracy requirements for each

application.

Nevertheless, and despite the difficuities and limitations related to the type of
application which was carried out, it was possible to confirm that three-dimensional
single sediment class models, using appropriate process model parameters, determined
either in the field or through careful laboratory experiments, and considering fine near-
bed discretisations are an extremely useful tool for a wide range of applications. Such
models represent, in terms of vertical resolution and modelling of exchanges with the
bed, a considerable improvement relative to classical 2DH models and, giv-en current
computing capabilities, are also an inexpensive tool to be used for engineering

purposes and overall studies of estuarine systems.
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CHAPTER 6
MODELLING OF TRANSPORT IN NEAR-BED
HIGH CONCENTRATION LAYERS

6.1 Introduction and Obijectives

Although the existence of near-bed high concentration sediment layers in estuaries has
been known for decades (see, for example, Kirby, 1989), the extent of their
importance in the dynamics of turbidity maxima, in the siltation of navigation
channels, locks and port basins, in the transport of pollutants by sediments and in
altering the conditions for the development of benthic fauna and flora has only
recently been fully recognised. The Bingham plastic rheologic behaviour often
attributed to high concentration cohesive suspensions (see figure 6.1), which implies
that, for typical estuarine boundary layer shear velocities, such suspensions cannot
flow, has induced a rather restrictive description of their behaviour, as noted by Kirby
(1989). In fact, those ideas may suggest that dense suspensions can locally adjust on
slopes but couldn’t be expected to move along the bottom and, consequently, can only
influence vertical sediment dynamics rather than have a significant advective
contribution.

The development of new types of field equipment in the early seventies a.llowed
important features to be recognized and, in pa.rtxcular the mobility of dense layers
and their discontinuous nature in space. Furthermore, horizontal velocities of similar

magnitude but, in certain cases, different circulation patterns, relative to those of the
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low concentation suspensions above, were detected in the dense Iayers. The need to
correctly simulate the creation, evolution and destruction of the latter immediately
became apparent from these field tests, not only to correctly model sediment dynamics
in the low concentration layers (modification of the classically assumed exchange
mechanisms with the cohesive bed is needed) but also to enable the description of

advective sediment transport in the high concentration layers themselves.

%,

Shear stress (7 ) Nm-2

Shear rate () s-

Figure 6.1 Idealised equilibrium shear stress/shear rate curves for typical materials
(adapted from Kirby and Parker, 1977).

The key factors for the generation of high concentration layers due to natural causes
are generally considered to be fine sediment availability and adéquate energy levels
in a given environment. Often the formation of such layers has been explained through
intense flocculation and rapid deposition during slack water periods or through
fluidisation of settled deposits during storm events. Anthropogenic activities, like
dredging and disposal of cohesive sediments, can also cause the generation of high

concentration layers, since bed disturbances by moving dragheads, dredger hopper
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overflows and dumping at disposal sites can release large amounts of fine material

into the water column.

In this chapter a depth-averaged mathematical formulation for describing the dynamics
of near-bed high concentration suspension layers is developed (see Section 6.3). The
formulation is derived for mobile thin to medium thickness layers, i.e. those which do
not present a significant vertical structure or large vertical variations in either density
or horizontai velocity. These layers are assumed to be dominant in most estuaries, as
very thick, structured layers have only been described in a limited number of
environments. However, and contrary to existing depth-averaged formulations which
assume a constant density value in high concentration layers (see, for example, Odd
and Cooper, 1988), the formulation derived in this chapter allows for time,
longitudinal and lateral variations of the bulk density, as indicated by recent field

studies (HR, 1990c; HR, 1991b).

The physical evidence leading to the development of the mathematical formulation is
also presented in this chapter. The main findings concerning the global dynamics of
high concentration layers, resulting from field studies, and the basic assumptions
derived from them are presented in Section 6.2, while the mass exchange processes
of interest for the creation, evolution and destruction of such layers are described in
Section 6.4. Details of a pilot numerical model, which was developed to test the
proposed formulation, are presented in Section 6.5, This model is intended, ultimately,

to produce an improved bed boundary condition for the transport models used to
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describe the dynamics of low concentration suspensions (see figure 2.3 for a schematic
description) in those cases where near-bed high concentration suspensions exist.
Application of the pilot model to simulate a laboratory experiment is described .in
Section 6.6. Finally, a summary of the main conclusions derived from this chapter is

presented in Section 6.7.

6.2 General Aspects of the Problem

6.2.1 Basic Concepts

One of the main problems found when modelling cohcsi\;e sediment dynamics in
estuaries is refated to the transition between the low concentration suspensions found
in the upper layers of the water column and the structured bed. Field evidence shows
this transition, whose features largely depend on the amount and nature of the
available sediment and on the energy of the estuarine environment, to happen through
a broad grading of water-sediment mixtures which can qualitatively be divided into
sub-zones of muddy water, watery mud and Jfirm mud substrate (Kirby, 1989). Such

sub-zones can more adequately be described as (see figure 2.3):

(i) low concentration mobile suspension layers (usually occurring over most of the
water column), which consist of fluid-supported, relatively disperse,

assemblages of particles having both horizontal and vertical components of

movement;
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(ii) high concentration near-bed suspension layers, which consist of fluid-
supported but relatively dense assemblages of particles, showing vertical

mobility: these suspensions can be either horizontally mobile or stationary;

(iii) cohesive bed layers, which correspond to dense assemblages of particles in
which a solid particle framework has formed, part of the total stress being
carried by this structure (effective stress) and the remaining by the fluid (pore

pressure).

Based on empirical knowledge it would seem that, in order to separate the two last
layers, the characterisation of the cohesive bed would present no difficulties. In fact,
the definition and location of the hard bed, a fundamenta] piece of information for
modelling sediment movement, building maritime structures and ship manoeuvering,
is a rather difficult task and has been discussed in several papers (see Parker, 1986
and Parker, 1989, for example). Since a single criterion, of general applicability, is not
available until present, the bed has been defined in a number of ways. Definitions can
be grouped under hydrodynamic, methodological or operational headings, depending
on whether the zero velocity-(or movemcnf) level, the na@ of the instrument or
method used in the measurement of the depth or the requirements associated to a
given activity (navigation, for instance) are chosen as the most relevant criterion

(Parker, 1989).
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The cohesive bed structure is time dependent and its evolution is a consequence of
self-weight consolidation and of fluid stress loading. Changes in the structure may
drastically alter the volume occupied by a given mass of sediment and are
accompanied by concurrent changes in bed properties, which are thouéht to give rise
to resistance to erosion (Parker, 1989). The development, 'from a dense suspension, of
a three dimensional space-ﬁliing framework, which indicates the development of a
bed, is strongly influenced by the volume occupied by a given mass of sediment and
is also a consequence of the previous shear history and sedimentation rate (Sills and
Elder, 1986). However, the non-uniqueness of the mass to volume transform for
cohesive sediments suggests that an appropriate parameter for defining the presence
of a cohesive bed is, in fact, related to the detection of a continuous sediment structure
(Parker, 1989). The development of a structure could, then, be characterised either
through the detection of the development of effective stresses (which are small and
not directly measurable} or through a critical solids volume fraction (volume of solids
divided by the total volume). The value of this critical solids volume fraction, defining
the so called gel point, is, again, strongly dependent on material parameters, such as
interparticle forces, particle size and shape (Toorman, 1992).

Regarding high concentration suspensions, it should be mentioned that, despite their
obvious importance, they had not been extensively detected until recently, and, indeed,
have only been well described in a limited number of estuaries, where the thickness
of the layers (up to several meters) made it difficult to ignore them. However, it is

possible that, basic physical processes being the same in all estuaries, such
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suspensions exist in most fine sediment environments. Odd and Rodger (1986), for
example, pointed out that observations in many estuaries have indicated siltation rates |
which cannot be accounted for solely by considering the transport of suspended mud
and can only be explained by the movement of thin layers of high concentration

suspensions.

In certain cases, due to limited sediment supplies or inadequate energy conditions,
high concentration layers are probably too thin to be detected, given the vertical
resolution of conventional field techniques. While such layers may be too small to
noticeably influence overall estuarine sediment dynamics (probably the reason why,
in the past, classical erosion/deposition concepts have successfully been applied in
system modelling) their inﬂuen-ce on local phenomena, otherwise unaccountable for,
has also been hypothesised. This is the case, for example, of rapid siltation phenomena |

in lock entrances, docks and navigation channels in many ports in the world.
Observations have recently been made in the Firth of Forth at Grangemouth (1989),

using an oscilloscope and an echo sounder, capable of measuring bed levels to an

accuracy of better than 0.1 mm (HR, 1990d). The field results showed that:

(1) the bed level, usually identifyable as a strong echo, was, at times, indistinct,

the transition to the overlying suspension taking place over I or 2 cm;

211



(ii) on one occasion during the observation period a phenomenon was detected that
seemed to correspond to the flow of a very thin (5 mm) mud layer down a

steep bank.

These features seem all the more relevant as Grangemouth cannot be classified as a

particularly high turbidity environment.

A widely used qualitative expression to describe high concentration suspensions is
fluid mud, which will be used in this text for simplicity. Hydrographic surveyors apply
it to stationary high concentration layers detectable by echo-sounders while the
engineering concept is broader, encompassing mobile layers as well (Kirby, 1989).
The latter concept will be adopted hereafter (see also figure 2.3). Fluid mud is defined
by Odd and Cooper (1988) as a dense. suspension containing a concentration of mud
flocs which is high enough to significantly change the physical properties of the
mud/water mixture compared to those of clear water, at the same salinity and
temperature. Toorman (1992) defines fluid mud as a high concentration cohesive
sediment suspension with a sediment volume fraction above the gel point, i.e. in a
range corresponding to a bed wilose structure was just broken, with only minor
changes in concentration. The former definition, less restrictive, will be adopted in the

present work, given the field evidence described in Section 6.2.2.

In terms of the concentration range for fluid mud, Odd and Cooper (1988) indicate

values of 60 to 120 g/l but, more typically, a value of about 75 g/l. Toorman (1992)
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considers that, below a concentration of 50 g/ the sediment/water mixture is just dirty
water and behaves in an almost Newtonian way, as water, in agreement with Odd and
Rodger (1986): at higher concentrations the mixture would become non-Newtonian
and increasingly sluny-liléc. The problem can be stated in broader terms, i.e. can fluid
mud be uniquely characterised in terms of concentra.tion and, if that is the case, what
are the upper and lower concentration limits which can be used to distinguish fluid

mud from the cohesive bed below and the low concentration suspension above?

Regarding a possible concentration lower limit, values ranging from 3.5 g/l to 10 g/l
are cited by Kirby (1989) and Toorman (1992), on grounds of the concentration at
which hindered settling effects are first observed. As shown by field curves of settling
velocity versus concentration, obtained in different environments, there is a clear
dependence of W, (and, of much higher importance, as noted by Ross and Mehta, |
1989, of the settling flux) on the type of sediment and on the local hydrodynamics
under which flocs are formed and, consequently, it is not surprising that a single,

concentration-based, lower limit, in connection with hindered settling, is not found.

Furthermore, and besides the dependence -of the critical solids volume fraction on
sediment properties, mud can behave as a dense suspension, instead of as a soil, at
very similar densities (see Section 6.4.4), fluidisation or liquefaction of the soil being
sufficient (Toorman, 1992). Therefore, as happens with a possible lower limit, an
upper limit cannot be adequately defined in terms of a given concentration. The

sediment volume fraction at the gel point indicated by Toorman (1992), based on
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consolidation experiments, had a value of approximately 0.05 for Scheldt mud, while
Parker (1989) indicates for Zeebrugge mud a value of approximately 0.07 (133 g/l and
-186 g/l, respectively, in terms of mass concentration, if a value of 2650 kg/m® .is
adopted for the solids clénsity). Both values of this critical sediment volume fraction
agree well with the range of values found in the literature (as discussed by Toorman,

1992).

The non-uniqueness of concentration-based limits, as a consequence of sediment
properties and lbcal hydrodynamics, suggests that concentration alone is not a
sufficient parameter for def'ming_ fluid mud and should be supplemented by other
physically-based criteria. The concept of a lutocline layer (a zone of rapid change in
the gradient of the concentration profile) separating zonc;.s of near constant
concentration may provide an additional criterion. In fact fluid mud is separated from
the low concentration suspension above by a lutocline which, as already mentioned,
seems to be related to the onset of hindrance in settling fluxes and from the cohesive
bed below by the lutocline corresponding to the development of a solid particle

structure (Ross and Mehta,1989).

Acoustic techniques are commonly used to detect interfaces in water/sediment
suspensions, as sound waves are reflected at discontinuities between two media (Urick,
1983). lHigh frequency waves used in such studies are reflected due to acoustic
impedance (density dominated) gradients between layers but such reflections are also

influenced by the roughness of the interfaces (Urick, 1983) and do not relate to
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specific densiiy values. Higher frequency systems detect much smaller density changes
and thus less well consolidated suspensions (Parker and Kirby, 1982) and,
consequently, double frequency echo-sounders are commonly used in the field. The
lower frequency (usually about 30 kHz) is used to detect the more solid cohesive bed,
while the higher frequency (usually about 200 kHz) is also reflected at the fluid

mud/low concentration suspension interface.
6.2.2 Field Evidence

In order to build a framework for studying fluid mud, so that a mathematical
description is possible, it is important to summarize the main features, supported by
field observations, related to the production, movement and destruction of fluid mud
layers. These features can be found in papers by Kirby (1989 and 1992), Kirby and |
Parker (1977) and Parker and Kirby (1982) and describe observations in the Severn

estuary and in the Maas estuary, a tributary of the Rhine.

The Severn is a large and exposed estuary with predominantly erosional shores, with
very high tidal range and larée spﬁng-neap_differences, having small river discharges
and being well mixed with respect to salinity and temperature. The Maas is a narrow,
canalised and sheltered estuary with banks stabilised by training works and
overdeepened through tontinuous dredging. It generally shows low turbidity, with ﬁ
relatively low tidal range and is highly stratified with respect to salinity and

temperature. The fine sediment regimes of estuaries as different as the Severn and the
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Rhine can also be contrasted. In the Severn the regime is dominated by tides and
perturbed by episodic storm events while in the Rhine it is strongly influenced by its

-gravitational circulation but dominated by storms.

Further field datal have recently been obtained by Hydraulics Research (HR, 1990c:
HR, 1991b) in a straight and canalised reach of the Parrett estuary, a branch of the
Severn where a significant fluid mud layer develops over the slack water period. The
measurements were carried out during spring tides and allowed the vertical structure

of the layers to be investigated.

Mechanisms lé.ading to the formation of fluid mud in the Severn and in the Maas
seem to be different. In the deep channels of the Severn at spl;ing tides, an initially
homogeneous vertical concentration profile (at maximum ebb or flood) develops a.
discontinuity caused by settling, high in the water column. This discontinuity
progressively drops and, by slack water time, separates a low concentration layer from
a 2 to 3 m thick near-bed high concentration (perhaps higher than 20 g/l) layer. At this
time the lower layer becomes stationary for a short period before being re-entrained
and destroyed by the accelerating flow. A typical sequence of turbidity profiles
measured in a channel of the Severn is shown in figure 6.2. A similar phenomenon -
occurs during neap tides but, due to lack of energy to completely re-entrain the fluid
mud layers, these can persist for several intermediate tides of the neap-spring cycle.
In the Parrett, as happens in the Severn channels, thick layers of fluid mud also form

after the slack water period, showing average concentration values ranging from 20
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g/l, when forming, to over 70 g/l. In the Maas, a fluid mud layer was detected

entering the estuary after a major storm event in the North Sea, possiﬁly resulting

from wave fluidisation of settled deposits.
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Figure 6.2 Typical time series of vertical turbidity profiles in the Severn Estuary
(adapted from Kirby and Parker, 1977). Labels on curves are measurement times
(hr.min.sec).

Mobility of fluid mud layers was not an expected feature until developments in fieid
instrumentation allowed fluid mud movements to be detected. In the Severn, dense
fluid mud layers, formed during neap tides and persisting during the following tides,
separated from the above suspension by stable lutoclines, are tidally advected without
vertical mixing, possibly even eroding the bed. The repeated movement of high
concentration layers during late stages of a sequence of neap tides causes them,
possibly through bottom friction and the development of an incipient internal structure,

to be longitudinally divided into smaller pieces (nucleation process). The movement,
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at this stage, takcs. place under the form of slugs or pulses, prior to stagnation to form
localised stationary suspension pools. On the succeeding neap to spring tide transition
most of the longitudinally segregated layers are eroded a_nd remixed up into the low
concentration layers again. A similar advective situation was found in the Maas where
a dense suspension was locally- detected at a measuriﬁg station, moving at the bed
against the tidal flow. The dense layer (undetected at other stations) which, eventually,
stopped flowing past the measuring point had the form of a narrow ribbon of
sediment, comparable to the features found in the Severn. In the Parrett, fluid mud
was observed to form and flow seaward while the water above was still flowing in the
opposite direction. A general feature was that its upper layers were found to flow at
velocities, at least, similar to those of the water above. A significant aspect of the
dynamics of fluid mud layers seems,. consequently, to be that their movement can be

partly or totally decoupled from the movement in the overlying water column.

The movement of fluid mud layers in the Severn and in the Maas seemed to end
abruptly, in a process that could take only a few seconds, leading to what is described
as the freezing of the moving pulses, although this was not confirmed in the Parrett.
Observations in tﬁe lattermost estuary seem to indicate that no movement of the fluid
mud layers is observed when the concentration exceeds 90 g/l and, in certain cases,
lower sub-layers were observed to stop, start dewatering and consolidate while the
upper sub-layers were still flowing. Typical velocity and concentration profiles in the
Parrett are shown in figures 6.3 and 6.4 in which, in the latter case, the upper

sub-layers of the fluid mud can be seen to flow at higher velocities than the overlying
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water. An unexpected feature of mobile fluid mud behaviour in the same estuary was
the existence of a significant seaward longitudinal slope of the fluid mud-water
interface (instead of an interface almost parallel to the water surface), although local

effects may have significantly contributed to it.
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Figure 6.3 Typical concentration and velocity profiles for a fluid mud layer in the
Parrett estuary (adapted from HR, 1991b).

Once arrested, internal re-arrangement of the layers and increased density allows them
to be detected with echo-sounders. The upper surfaces of stationary layers seem to
vary from horizontal to mildly sloping while, internally, multilayering (parallel to the
interface rather than the bed) has been observed. In the Maas, the stationary
suspensions seem to consolidate towards a settled bed due to lack of natural
re-entrainment while in the Severn the layers are destroyed through erosion and the
sediment is re-entrained into upper zones of the water column in the accelerating flow

stages of spring tides or in the neap to spring transition.
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Figure 6.4 Concentration and velocity profiles for 2 fluid mud layer in the Parrett,
showing high velocities in the upper sub-layers (adapted from HR, 1991b).

Summarising, fluid mud may form, under natural conditions, either through rapid
vertical deposition from dispersed suspensions, under low energy conditions at rates
high enough to prevent immediate dewatering, or through fluidisation of settled
deposits during storm events. Once formed, fluid mud layers are able to flow
horizontally over the bed, generally in the form of sediment ﬁbl;am, without vertical
mixing and showing partial or total decoupling from the water flow above, eventually
splitting up into individual slugs. In certain cases mobile fluid mud layers stop
abruptly, although contradictory evidence exists about this phenomenon. Arrested

layers can undergo internal structural re-arrangement, and disappear either through
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consolidation to produce settled beds or through erosion and sediment re-entrainment

into the water column.

6.2.3 General Assumptions

Based on the field evidence presented in Section 6.2.2 a number of assumptions will-
be used to develop a mathematical formulation for the dynamics -of thin to medium
thickness mobile fluid mud layers (see figure 6.5 for variable definition). Such layers
are defined as those which do not present a significant vertical structure or large
vertical variations, in either density or horizontal velocity, and are expected to have

a range of thicknesses up to tens of centimeters. The assumptions are:

a) Assumption on the low concentration suspension (clear water) layers

CW1 The low concentration suspension above the fluid mud can be described as
a single layer of incompressible fluid, vertically homogeneous and whose

density dependence on salinity and temperature variations can be neglected.

b) Assumptions on the fluid mud layers

FM1 Fluid mud layers are comparatively thin and vertically homogeneous, ie. a
depth-averaged approach is possible (as in Odd and Cooper, 1988); however,

the bulk density in such layers can vary in both time and space.
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clear water

Figure 6.5 Definition of axes and symbols for depth-averaged formulation of fluid

mud movement.

FM2 Fluid mud is composed of water and incompressible grains (flocs of a single

order of aggregation, for simplicity), of known density. The ratio of volumes
occupied by the liquid and solid (floc) phases is given by a yoid ratio, e,,,
defined as an extension of the same concept for saturated soils, in which the
voids are completely filled with water. This voids ratio is defined as:

pf- pl!l (6.1)
I Pu =Py

where V and p represent volume and density and subscripts f, w and m
denote the flocculated solids phase, the liquid phase and fluid mud,

respectively.

FM3 The flow of fluid mud can be decoupled from that of the low concentration

suspension above, whose effect is only exerted through pressure gradients

and shear stress at the interface and through mass exchanges.
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FM4 Fluid mud shows no lower value of the shear strength below which no
motion is detected (i.e. it can be assumed Newtonian), a.lthough a value of
concentration above which no motion takes place seems to exist; the

viscosity of fluid mud is significantly higher than that of water (HR, 1991b).

c) Assumption on the cohesive bed'

CB1 The cohesive bed is a saturated soil for which a void ratio, e, (subscript b
denoting a bed layer), is defined in terms of the flocculated material as:

4 -
eb =_W =—..pf pb

(6.2)
Ve PPy

where symbols have a similar definition to those in equation 6.1.
d) Assumption on the mass exchanges between layers

EX1 Fluid mud exchanges mass with the low concentration suspension above

through:

- sentling at the upper interface which is, basically, composed of a
flocs flux but, in the process, also causes some water to be

trapped into the fluid mud layer;

' The concept of cohesive bed is taken, in this case, in a broad sense,

encompassing, without loss of generality, stationary fluid mud layers (as apparently
formed during laboratory experiments) as well.
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entrainment, in which globules of the high density suspension, in
volume proportions given by the fluid mud void ratio, are thrown

into the upper layer (solids and water fluxes);

water expulsion from the fluid mud layer to the clear water layer, as a

result of internal floc settling and re-arrangement of particles.

EX2 Fluid mud exchanges mass with the cohesive bed (solids and water fluxes)
through bed formation and liguefaction or fluidisation fluxes in water/floc

proportions which are given by the void ratio of the cohesive bed.

6.3 Derivation of a System of Equations for the Movement of Fluid Mud

6.3.1 General Aspects

Considering the basic assumptions previously described, a set of four unknowns, d,,
"(fluid mud layer thickness), u,, and v, (depth-averaged velocities of the fluid mud, in
the x and y directions, respectively) and p, (depth averaged bulk density of the fluid
mud layer) is adopted to describe the viscous flow of thin to medium thickness fluid
mud layers under the assumptions described in Section 6.2.3. In this section a system
of four partial differential equations allowing the four unknowns to be computed will
be presented: to the classical continuity, x and y momentum equations, a fourth

equation, describing the time evolution of the bulk density, is added; the assumptions
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described in 6.2.3 which support some steps in the derivations are indicated in

brackets when deriving the equations.
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Figure 6.6 Definitions of control volume, control surface and fluxes used in the
derivation of the continuity equation.

6.3.2 Continuity Equation
In order to derive the continuity equation for fluid mud layers it is useful to consider

a control volume (CV), bounded by a control surface (CS), of horizontal dimensions

Ax, Ay and fixed height H, such that it is always much greater than the thickness of
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the fluid mud layer d,, (see figure 6.6 for symbol definition). The density of the low

concentration suspension is given by:

po=pw+(°‘;p"]c (6:3)

[

where C is the mass concentration and subscript 0 denotes variables in the upper layer.
For continuity purposes it will be assumed that the effect of (small) sediment
concentrations in the upper layer is negligible on the density of the layer. It will also
be assumed that the effects of salinity or temperature variations on the density of salt
water can be neglected and, furthermore, that it is incompressi‘blc (assumption CW1);
coﬁsequently:
9Py_ (6.4)
dt

Given the previous assumptions, which also imply that spatial variations of clear water
density are negligible, and considering the definition of the material derivative one

obtains

Opo_ (6.5)
ot

Since the movements of both layers are assumed to be completely decoupled
(assumption FM3) it may be considered, without loss of generality, that u,=v,=0.
Consider now the Reynolds Transport Theorem for a fixed, non-deforming control

volume, in the form:
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dt Pox dt”f bpdv+ f f bpv,dd - ffbpvd*i (6.6)

where B is an extensive property or parameter (e.g. mass, energy, momentum) of a
system’, b the corresponding intensive parameter (amount of B per unit mass) and v,
is the component of the \;elocity vector normal to the area elements of the control
surface. The theorem states that the rate of change of an arbitrary extensive parameter
of a system which instantaneously coincides with a control volume CV equals the rate
of change of the extensive parameter within the CV as the fiuid flows through it plus
the net flow rate of the parameter across the entire contro] surface CS (White, 1979).
Taking mass as the extensive parameter, the intensive parameter becomes unity and,

consequently,

d__ 0 ‘
< f f f PV f f pv, dA f f pv dA (6.7)
cv CSout CSinp
where the first term on the right-hand side has been re-written since, for the fixed
control volume, the volume elements do not vary. The left-hand side of the equation

is zero, since the total mass doesn’t change in a system. The volume integral can be

computed as:

I S0V =2 0y )+ Sloy Ay (H-d,)

(6.8)
op od,_ op ad,,
=Ad,, ™ — AP P *A(H-d,) ato APy 5

' A system is defined as an arbltrary quantity of mass of fixed identity (White,
1979).
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where the third term in the second line is zero due to the time rate of density change
in the low concentration suspension and the horizontal area is A,=AxAy. The integrals
of the mass fluxes out " of the control volume CV, through control surfaces CS

perpendicular to the x and y directions are, respectively:

9
P...u..A,*'—'-J"éxu—”A‘Ax

6.9
apmvaJAy (6.9)

Pm¥edyt

where A,=d_Ay and A,=d,Ax, while the integrals of the mass fluxes into the control

volume CV, through control surfaces CS perpendicular to the same axes are:

g"’:"j’ (6.10)

m mly

The fluxes leaving and entering the control volume in the z direction are:

(6.11)

which correspond, respectively, to clear water leaving (or entering) the volume due
to incompressibility and dependence of d,, on time and to added (or removed) mass
due to fluxes at the interfaces. In the last expression m=mg+m, (flocculated solids and

water) is a mass per unit area. Collecting terms and dividing by AxAy:
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9p

d, .*'Pm od,, &ln+ apmundm+ apllvndm +p %, _dm (6.12)

- -am
a % & y "% &

Cancelling and grouping terms, the following equation is obtained:

Ol , OP ity PwVndy _dm (6.13)
ot & - ¥y  at

If the products of the longitudinal and lateral variations of the bulk density by their

corresponding velocities are considered to be much smaller than its time variation:
Pn Ou | O0n_Op, (6.14)

Dividing by p,, and re-arranging, the following equation is obtained:

O , Sl Folly 8 30 1 dm (6.15) -

which is similar to the continuity equation used by Odd and Cooper (1988), but allows

for bulk density variation in time.

6.3.3 Momentum Equations

In order to derive the depth-averaged x momentum equation the Navier-Stokes

equation in the x direction is considered, in the conservative form:
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dpu , dpu® dpwu dpwu_ . 90, da, da, (6.16)

=pF +—=+X

o & oy & & 6y &
where F, is the x component of the body forces and the O, (i=x,y,z) are the viscous

stresses in the same direction (see figure 6.5 for symbol definition).

Equation 6.16 can be rewritten, by specifying the body force and the pressure term
and by grouping the remaining of the stress terms acting in vertical planes into a term
T, as:

Opu . dpu? +Opvu dowu _ ﬂ- op +T, +_?1:_z (6.17)
o0 & oy &

where f is the Coriolis parameter and p is the pressure. In order to average the terms
in the equation over the depth of the fluid mud layer it is useful to consider the
product of three generic variables o,p,5 decomposed into their depth averaged parts
and their deviations from the average along the depth, in the form a=a+a’, B=b+b’

and d=d+d’. Depth-averaging is denoted by <> and defined as:

fadz (6.18)

'Hn

(¢>-

While depth-averaging of some of the terms in the product is straightforward as, for

example:

=abd

some of the remaining terms are non-zero, although their evaluation would only be
possible if a(z), b(z), d(z) were known; for'examplc:
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(@’b)d)»0 (6.20)
(@’b'd’y»0

Such terms depend on vertical gradients and are commonly considered in the depth-

averaging process of the momentum equations as residuals. They are either neglected

(if gradients are small) or modelled as dispersive terms.

In order to obtain the depth-averaged version of the horizontal momentum equations,
it is necessary to consider that in a two layered system the pressure at a point P (see
figure 6.5) with vertical coordinate Z; in the fluid mud layer is (assuming, as usual,
a hydrostatic pressure distribution):

PP*8P(M,, "N, *8P (1,2, (6.21)

where p‘a. is the atmospheric pressure and the remaining symbols are also defined in.

figure 6.5.

The pressure term in the equation takes the form:

ap_ [gpo(n,,-n..)] —[gp,.(n,.—z)r

a (6.22)
=a[gpo(n,,-n,.)] +gjaf'(n,.-z) +gp,.a(n,.-z)
Depth-averaging over the fluid mud layer:
_dp\_ ] —n)-gp. m .
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Performing the same operation on the left-hand side terms of equation 6.17 and

considering that:

N,-N;=d, (6.24)

U="udz (6.25)
n

u=f¢'+u’=£+u' (6.26)

the following terms ( where the R, are depth-averaging residuals) are obtained:

Bpu\_ 13 mmyy, 1|y O 6.27

( a:) d az(""d"')+d,,[ Peh ]+R‘ e

dpuu\_1 8 ——p,, 1| o Ong, 6.28

R DR

dpuv\ 1 0 jm=m= 1 on,

(5 ay{""”d""”i["’“"in.‘"&]*% o
dpuw _lowwl, ] (6.30)

(5 oo

Collecting the terms within square brackets on the right-hand sides of equations 6.27

to 6.30 it is observed that:
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m aﬂm anﬂl
d_t("‘"‘ln.) %*“In:jg*"ln:a;-“wln. =0 (6:3)
since:
| _9n_Onp 4 ﬂw] oy, (6.32)
"= 4t ot = 3y 'l._ay

is the surface boundary condition at z=n,,.

Collecting and re-arranging the terms on the right-hand side in equations 6.27 to 6.30

which are not enclosed in brackets (with the exception of the residuals):

El;[%(aﬁdm)*"a%(aﬁ 2dm)+?%(ﬁﬁ17dm)] 653 _
_ [%pd, , Opid,, apvdm]+_(a,7 _30 5%

e @ ) e wm gy

Depth averaging the remaining right-hand side terms in equation 6.17:

( pY)=pfv+R, (6.34)

gr,\ 1

(7&_>=d_m(cﬁ-rh) (635)
(T)=R, (6.36)
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R,and R, are expected to be small and will be neglected. Also, if it assumed that the

remaining residuals can be modelled as diffusive terms, in the form:

where g, and €,, are dispersion coefficients and making

u =i (6.38)
v, =7 (6.39)
0, =P (6.40)
noting, from continuity, that:
0 0 d dm
a(pmdm) +§(pmumdm) +3y—(pmvmdm) =E (64 1
and dividing by p,, , the x momentum equation finally becomes:
aum anm aum um —dpn_ g re]
ot iy ax Vn 3y +pmd,,?_fvm p_m"'ax'po(nw nm)
1 g 9n My 1
——8 "M _pn -2 - 6.42
2p,,,ax(""‘"”)gax+,,d,,(1"‘t"’) (6.42)
+i £ au" +£ _ia.!.‘.’!
o\ “ax) o\ ¥ oy
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Similarly the y momentum equation is;

ov,, ov,, ov,, Vo dm g d
e + = ~Su,~=-—py(n,-n,)
a " ax "% p.d, dt A
1 an 1
E‘f— ("I,, -1, SF" dm(f,-y'fby) (6.43)

ez 2]

It should be noted that the above equations were derived for the case of viscous fluid
mud flow. For turbulent flows th.e usual averaging process of the variables in time
(over a timescale larger than that of turbulent fluctuations) would produce, formally,
similar equations but in which' the coefficients in the diffusive terms should have a
much higher magnitude, in order to simulate turbulent diffusion. Symbols in the

equation would, in that case, also denote time-averaged guantities,
6.3.4 Bulk Density Equation

In order to derive an equation for bulk density it is necessary to consider the
phenomena leading to changes of the solids (i.e. flocs) and water masses and volumes

in the fluid mud layers (assumption FM?2).

Consider the block diagram of a fluid mud layer (figure 6.7), of unit area and of

thickness d,,, in which all the flocs and water have been separated and compressed,

235



occupying layers of thickness d, and d,.. The bulk density of the fluid mud layer (p,,)

is defined as:

pwVw"'prf_ pn'dw+pjdf (644)
" v d,

where V, d and p denote volume, thickness and density and subscripts m, f and w

denote fluid mud, flocs and water, respectively. Bulk density variation in time is

described as:
don_df0ody), dfPrd)
@ di\ d, | dtl d,
= d l el = .
a Py Py i pf P i
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Figure 6.7 Biock diagram representation and evolution of a fluid mud layer.

The variations in the water and solids thicknesses in the fluid mud layer are due to

(assumption EX1):
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() loss of water through the upper interface, due to internal re-arrangement of the

flocs within the layer;

(ii) loss of water and flocs to the bed through dewatering of lower sublayers
(leading to bed formation) and to the low concentration layer through

entrainment;

(iii) gain of water and flocs from the bed through erosion and from the low

concentration layer through settling,

The gains and losses of water and flocs are considered through their contributions to
the water and floc fluxes dm, /dt and dm, /dt, to be specified in Section 6.4.

Consequently:

dpm= pw—pm 1 dmw+ pf _pm\ 1 d’nf (6.46)
dt d, Jp, dt d, o, dt

m

or, expanding the material derivative,

apm+u apm+v ap!ﬂ: pw-pm 1 dn‘”+ pf -pmw 1 d”lf (6°47)
@ "& " \ 4, o, &t | d, Jo, dt

m
which represents the bulk density variation in the layer, as a function of the water and

floc fluxes.
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6.4 Process Modelling of Interface Exchanges

.6.4.1 General

In order to model fluid mud formation, evolution and .dcstruction according to the
formulation -described in the previous section it is mecessary to characterise the
physical processes occurring at the interfaces between the fluid mud layers and the
low concentration suspensions above and between the same layers and the cohesive
beds below. Although substantial efforts are still needed to improve knowledge in this
area, namely regarding the processes taking place at the lower interface, some basic
information has already been obtained by several researchers (Odd and Cooper, 1988;
Srinivas and Mehta, 1989; Mehta and Srinivas, 1993). In ﬁgufe 2.3 a sketch of the
physical processes of interest was presented while a summary. of such processes and

of their respective formulations is found in the following subsections.
6.4.2 Entrainment

The physical process leading to mass removal from fluid mud layers by turbulent
shear (entrainment) has been recognised to be different from those leading to mass
removal from a settled bed showing a structured solids matrix (surface erosion or mass
erosion, the latter following bed ﬁqucfacﬁon, fluidisation or bed failure). In estuaries,
after slack water, rapid flow reversal causes the top layer of (fluid) mud, not

sufficiently dewatered to form a cohesive bed, to be entrained by turbulent flow in a
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similar manner to the entrainment of a layer of salt water underneath flowing fresh
water (Mehta and Srinivas, 1993). Laboratory studies by the same authors showed
that, conversely, if the newly placed mud was not subjected to shear flow, typicaily J
within about an hour, the mud gained sufficient strength by dewatering and,
presumably, by gelling', to preclude interface deformation and instability and,
ultimately, mixing by the flow. Particulate removal thenroccurred by individual floc
breakup at the (soft) bed surface (Mehta and Srinivas, 1993), i.e. according to classical
surface erosion mechanisms described in Chapter 2. A comparison between the erosion
rates corresponding to both phenomena can be found in figure 6.8, where the
expression for soft beds used in the comparison is equation 2.33 (Parchure and

Mehta, 1985).

A general description of salt water entrainment by an upper layer of fresh water
flowing at higher velocity can be found in Dyer (1973). When shear becomes
sufficiently intense, the interface between layers becomes disturbed 5y waves, which
grow higher with increasing shear. Eventually the waves break and globules of the
lower, denser, layer are ejected from the wave crests into the lighter fluid above, in
a strictly one way process. This characterisation of the phenomenon generally matches

the description of the same pheromena observed by Mehta and Srinivas (1993) for the

! Clay dispersions are classified as colloidal solutions or sols (if the dimensions
of the clay particles are small and they do not settle within a reasonable time) or
suspensions (when the particles are large and settle rapidly). A gel is a moderately
concentrated sol to which an electrolyte has been added, causing the particles to form
a single structure, which extends throughout the available volume and shows some
rigidity and elasticity (van Olphen, 1963).
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Figure 6.8 Comparison of erosion rates for soft beds computed with equation 2.33
with the entrainment rates predicted by equation 6.57 (u is a depth-averaged
velocity). Adapted from Srinivas (1989).

case of fluid mud and overlying low concentration layers, in a race-track type flume.
However, the latter authors were able to give a more detailed description of the
phenomenon for the case of their experimental conditions. At low Richardson numbers
(defined below), Ri<5, the authors found that en&ainment appeared to be turbulence
dominated, with a rather diffuse and highly irregular interface. As Ri increased above
3 the interface became better defined and convoluted with large, irregular, undulations,
entrainment being dominated by \;rave breaking; while interspersed, solitary type
waves (which seemed to decay without breaking) were also observed. The frequency
and amplitude of the disturbances decreased with increasing Ri and, as it increased
albove 10, the disturbances could be seen to grow slightiy in amplitude, sharpen into
non-linear crests and disappear suddenly, as the roller-action of eddies sheared off the

crests. For values of Ri beyond 20, the intensity of entrainment appeared to taper off
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rapidly with increasing Ricimrdson number. Differences between the entrainment of
salt water and cohesive sediment are also noted by Mehta and Srinivas (1993). These
are related to the effects of particle settling, cohesion and viscosity of the lower layér,
although quantitative information about the effects of such parameters is scarce. It is
concluded by the same authors that mud and salt are entrained at similar rates for low
Richardson numbers but that, for increasing Ri (i.e. greater than about 10), mud

entrainment rates decrease rapidly relative to those of salt (see figure 6.10).

The entrainment flux has traditionally been described in the models of Hydraulics
Research, by analogy to salt entrainment from a saline wedge (Odd and Cooper, 1988;

Roberts, 1992) as:

dm A
7,V Riy<Ri,
. (6.48)
dm, . pe
—Bt—' ] =Q RIBZRIC
where V, (m/s) is an entrainment velocity given by:
1A .
v,-—24U0 _ _priyav (6.49)

" (1+63RiZY¥
In this expression E(Riy ) is the entrainment coefficient (see figure 6.9) and:

AUt P g0 1 50
In expressions 6.48 to 6.50, C,, is the fluid mud mass concentration, # and v the

horizontal depth-averaged velocities (subscripts m and 0 denoting fluid mud and clear

water, respectively); Riy is the bulk Richardson number, defined as:

241



_Apgdy (6.51)

RiB
Po(AUY

where Ap=p,.-p, is the density difference or density jump between the fluid mud layer
and the clear water layer above ( Ap=0.62 C,, , assuming that the solids particles have
a density p,=2650 kg/m’) and d,, the thickness of the fluid mud layer. According to
the above formulation, entrainment can only occur at sufficiently low values of Ri,
as the critical value of the bulk Richardson number is Ri,=10, based on experimental
work (Roberts, 1992). A plot of the entrainment coefficient versus the Richardson

number is presented in figure 6.9 for salt, with two additional points obtained for mud.

Srinivas and Mehta (1989) performed a first series of experiments in their race-track
flume, simuléting entrainment from an immobile fluid mud layer by a moving water
layer using kaolinite and bentonite as sediments. Defining a Richardson number as:

_dyAb
T3

Ko

Ri (6.52)
where d, is the depth of the low concentration (clear water) layer, u, the mean
velocity of the same layer and Ab the interfacial buoyancy step. Buoyancy or reduced
gravity is defined as:

b=g P1P, (6.53)
P,

where p, and p, are the density of a given fluid and a reference density, respectively.

For the case of a fluid mud layer p, was taken as the density of fluid mud at the level
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Figure 6.9 Entrainment function for the case of an arrested salt wedge, with
point obtained for mud in laboratory tests and field measurements (adapted from
HR, 1991c).
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of the interface, p,,. Considering, as the same authors, that the reference density is that

of the low concentration layer one obtains:

Ab=g Pm~Po ' (6.54)
Po
Defining the buoyancy flux as:
g- 8.8 (6:55)
Po dt o

where dmJdt is the entrained mass flux into the turbulent low concentration layer
(dry mass of sediment per unit time and unit bed area) and the non dimensional-
buoyancy flux Q (or non-dimensional entrainment rate E) as:

__4 |
Qb (6:36)

the trend line obtained by the same authors, corresponding to a limited laboratory data

set, was:

__FR™® (6.57)
(G*+Ri%y '

with F=0.27, G=20 and p=0.66, which applied up to Ri = 25.

A second series of laboratory experiments was also undertaken by the same
researchers (Mehta and Srinivas, 1993), using the same flume and three types of
sediment: kaolinite, a kaolinite/volclay bentonite mixture and natural mud from a lake.

Entrainment was observed to fall rapidly for Ri greater than 10 and the non-
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dimensional entrainment rate E became almost independent of the Richardson number
for Ri greater than about 15. The best fit resuiting from the improved data set was

now (see figure 6.10):

E=ARi™-DRi (6.58)

where A=0.0052 and D=0.000016 (according to the same authors coefficient D reflects

mud properties, i.e. settling and cohesion).
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Figure 6.10 Non-dimensional entrainment rate versus Richardson number (adapted
from Mehta and Srinivas, 1993).
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6.4.3 Settling of Mud from Low Concentration Suspension

In many estuaries, particularly in high concentration environments, at times just priﬁr

to slack water, intense flocculation leads to hindered settling of sediment and, in the
absence of fast dewatering, a fluid mud layer is foﬁned. Settling of mud flocs

continues wﬂile the rate of vertical turbulent exchange at the clear water/fluid mud

interface is insufficient to keep the mud flocs in suspension or to entrain fluid mud

globules from the layer. The vertical flux of solids settling into the fluid mud layer

was defined by Odd and Cooper (1988), by analogy to deposition onto a settled bed

(see equation 2.40), as:

dm .
o = .G, (1 'i] Ti<Tam
al, Fan (6.59)
dm,
7 I =0 tiz‘rdm

where C, is the sediment concentration at the bottom of the low concentration layer,
T; is the shear stress at the fluid mud/low concentration suspension interface and 7,
is the critical shear stress value for settling from the low concentration suspension.
The latter was expected to be higher (1, =0.4Pa) than the usual value (t.4=0.1Pa) for
deposition onto a bed (Odd and Cooper, 1988). An alternative equation (HR, 1991c)

is:
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dam
dt,' =W,C, T Tim
o _ (6.60)
dm
dt,':o T,2T,

This alternative equation was found to produce results in better agreement with field

data on the distribution of fluid mud pools and soft mud from the Severn estuary.,

6.4.4 Bed Destruction and Erosion

Once formed, a cohesive bed can have its structure weakened and broken and the
resulting entity will behave as a fluid again. Mechanisms leading to the generalised

destruction of a bed are:

(i) fluidisation, which is caused by pore water flow, as a result of pressure

gradients (through wave-induced oscillatory loading, for example);

(il) liquefaction, which results from shear forces within the bed, leading to

structural breakup; -
(iii) structural failure albng a given plane, due to oversteepening of the bed

(caused, for example, by dredging or significant deposition) leading to the

collapse of the layers above or local detachment of large portions of the bed.
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'Following structural break-up, cohesive material can be removed through erosive
mechanisms in large masses (mass or bulk erosion). However, the most common
erosive mechanism is particle by particle (or surface) erosion from a structured béd,
in which separation of individual particles from the bed, under shear action, occurs

(see Chapter 2).

A fluid mud layer moving over a cohesive bed at velocities high enough for the
bottom shear stress to exceed the bed strength will erode it. Assuming a particle by -
particle removal, the erosion solids flux per unit area will be, by analogy to clear

water erosion of a settled bed (see Section 2.5.2):

dm -
2 =me(tb 17“) 5T,
at |, T,
(6.61)
dm,
7 =0 T,5T,,

where m, is an erosion constant, T, and 7,, are the bed shear stress and the critical
shear stress for erosion. Mass erosion mechanisms of cohesive beds were not

considered in the present version of the formulation.

6.4.5 Bed Formation and Dewatering

Dewatering is caused by a reduction in the water content of a water/solids mixture,
In the case of a fluid mud layer, internal rearrangement of the solids particles under

gravity and cohesive forces leads, through a loss of water from the lower sublayers,
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to the development of a solids matrix capable of bearing some of the applied load and
thereby producing a cohesive bed. The water lost by these sublayers, which have now
become part of the cohesive bed, remains within the fluid mud layer (i.e. passes ﬁp

to higher sublayers).

In a similar way to the deposition of mud from a low concentration suspension to a
bed, the formation of a solids matrix can only occur at low shear stresses, i.e. below
a critical shear stress for bed formation, Tyr- The rate of solids loss at the bottom of
a fluid mud layer can be described in a similar way to settling and is modelled as

(Roberts, 1992):

dm
dt‘q"= bfcm tb<tw .
(6.62)
dm
5 =0 Ty2Ty
at ”

where V,, (m/s) is a bed formation velocity and C,, is the fluid mud mass

concentration.

Furthermore, it is hypothesised that the internal solids rearranging process in the fluid
mud layer, which forces water to move upwards, will also lead to the expulsion of
some of it through the low concentration/fluid mud interface, at a rate which is not
necessarily the same as that for bed formation. The water flux resuiting from this

process will be given by:
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dm,
= =Ifl P, . (6.63)

where V; is the upper interface lowering velocity due to loss of water from the layer.
This process will be included in the interface flux formulation derived in the next

subsection.
6.4.6 Fluxes at the Interfaces

The solids fluxes described in the previous subsections are, usually, obtained through
filtering, drying and weighing of the dry masses of sediment contained in known
volumes of suspension. Although no deflocculation operation usually takes place
before the solids masses are evaluated it seems reasonable to assume that the floc
structure is destroyed through filtering and drying and that only the solids content of
the flocs is actually determined. Considering a single order of aggregation (assumpﬁon
FM2) and that for a floc or aggregate a floc void ratio (ratio of the volume occupied
by water, V,, to the volume occupied by solids, V,,, within the floc) can be defined

as:

¥V -
e =-P Py (6.64)
Vo PFP,

where p, , p, and p, are the solids, water and floc densities, respectively. It can be

written, in terms of volumes in a generic floc, i, that
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Ml
Ve=(L+e)Vy=(1 +ef)-p£ (6.65)

-

ie. a floc with density Py and solids mass M,, occupies a total volume Vy . The

volume occupied by the total number of flocs, n, is, therefore:

Y V= Arey )E My (6.66)
i1 Py =

In terms of the rate- of volume variation per unit time corresponding to a given solids

flux, in flocculated condition, entering the fluid mud layer through a plan area AxAy:

av, 4 & | (+e) g & ;. (+e)dm
ik o) Z:V‘= s =Y M= L SAxA (6.67)
t dt i=1 4 R dt =l v Py d Y .

and, in terms of the total floc flux per unit area ( dm, /dt :

dmf= Pr 4V, pe(1+ey) dm,
dt AxAy dt p, dt

(6.68)

Considering now that the settling flux is composed of flocs which trap some water
between them, that there is some water expulsion through the upper interface, that the
entrainment flux is composed of both flocs and water, in proportions given by the
fluid mud void ratio e,,, and that both fluxes at the lower interface, bed formation and
erosion, are composed of flocs and water in proportions given by the cohesive bed
void ratio, e;, the floc mass flux (mass of flocs per unit area per unit time) into the

fluid mud layer will be given by:
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dm

.

d'rn.!
dt

dm, (1+ep) | 6.69
- By (6.69)

~ dm, |dm,
dt | dt P,

+
2

5

where subscripts s, er, en and Bf denote settling, erosion, entrainment and bed
formation, respectively. The total water flux (mass of water per unit area per unit
time) accompanying the floc flux into the fluid mud layer and leaving the layer

through the upper interface is given by:

dm| dm]  dm,
k‘e”+—dt£Le”-7‘L "

where coefficient k, is related to the water which is trapped between the settling flocs,

(1 "'ef)

)

(6.70)

Pu=ViP,

€
dt ¥

3

dmw _ dmx
dt
when entering the layer. Finally, the total mass flux into the fluid mud layer is given
by:

ot PR (6.71)

while the rate of change in bed thickness per umit time, assuming no immediate

_ crushing of the flocs, is given by:

dm

L]

dt

dd,

dt

_dm,L (1+e)(1+e,) (6.72)
y & P :

Equations 6.69 to 6.71 enable the time variation of the total, water and floc masses
into the fluid mud layer to be computed (for use in equations 6.13, 6.42, 6.43 and
6.47) as a function of the upper interface lowering velocity and of the solids fluxes

(defined in Sections 6.4.2 to 6.4.5) cxitering/lgaving the layer through the interfaces
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with the low concentration suspension, and the cohesive bed (immobile fluid mud or

settled bed).

6.5 Development of a Pilot Numerical Model

6.5.1 General

In order to apply the formulation described in Section 6.3, a pilot numerical model
(FLDMUD?2) was developed which solved equations 6.13, 6.42, 6.43 and 6.47 using

the interface fluxes defined in equations 6.69 to 6.71.

The pilot numerical mode! was, primarily, intended to test the suitability of the
mathematical formulation derived in Section 6.3 for simulating the dynamics- of fluid
mud layers, given the process models described in Section 6.4 and their respective
parameterisations. The identification of future research needs in the same topics, as
a result of model application, was also intended. Previous formulations (see, for
example, Odd and Cooper, 1988) do not take into account time and space variability
of the bulk density in the fluid mud layer but results from recent field studies (HR,
1990c; HR,1991b) indicate that this variability should be included, as happens in
model FLDMUD2. Development and testing of the mode] was also considered to be
a necessary step towards the eventual development of an improved bed boundary
condition for transport modelling in low concentration suspension layers, for those

cases in which near-bed high concentration layers exist.
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Given the nature of the model and the immediate purposes of its application it was
decided to use in its development simple and well tested numerical methods. A
staggered grid was adopted (see figure 6.11) in which the scalar quantities are
calculated at the centre of the cells and the x and y velocities are calculated at their
left and bottom faces, respectively. A split of the time step, similar to that used in the
Alternating Direction Implicit (ADI) mcthoci, was chosen as the basic approach,
following the technique used by Neves (1985) for the development of a depth-
averaged hydrodynamics model, whose continuity and momentum equations are very
similar to those of the present model. In the ADI method the time step is divided into
two half-steps. In the first step, part of the equation to be solved (i.e. derivatives in
one of the spatial dimensions) is calculated implicitly while the remaining terms

(derivatives in the other dimension) are calculated explicitly. The converse operation

Vij+1i

i P
e T Ujis1

Nn

L

X,i N -

Figure 6.11 Computational grid used in the development of model FLDMUD?2.
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happens in the second half-time step. The ADI method is unconditionally stable and

requires only the inversion of tridiagonal matrices.

In the current version of model FLDMUD?2 the continuity and bulk density equations
were both solved using the ADI technique. Howeve.r,.and for programming simplicity,
the two momentum equations were solved explicitly in both half-steps. The choice of
explicit methods introduces stability restrictions on the time discretisation but such
restrictions are of minor importance for the simple test case simulated in Section 6.6.
Modification of the current version to the full ADI scheme can easily be carried out

in future versions of the code, as necessary.

The finite difference equations and process parameterisations used in the current
version of model FLDMUD? are described in the following subsections. In the model
the x and y velocities are first calculated, using the appropriate momentum equations,
followed by the calculation of the densities and depths, through the bﬁlk density and
continuity equations, respectively. A flowchart describing the computational structure
of the code is presented in Appendix F. The model is run using an initial condition
in terms of prescribed values of the velocities, densities and depths at all points, while,
in terms of boundary conditions, levels or velocities are imposed at inflow/outflow
boundaries, densities are imposed at inflow boundaries and zero fluxes, perpendicular

to solid walls, are also imposed.
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6.5.2 Continuity Equation

‘The ADI finite difference equation used to represent the continuity equation, at geneﬁc
node #, j, in order to progress the solution in the first half-time step of the model (i.e.
from time levels n to n+1/2) is:

(psd)" " *~(p,d)"
Atf2

1 +i )
+m[(pjM By *P My ~(P Py B o2 (6.73)

2A [(PJ+1: RN Y ST CPL A T AN
d”zln-rl[z
Iji

dt

where Ax, Ay and At are the x, y, ¢ discretisations, subscript m (denoting fluid mud
properties} was omitted for conciseness and the remaining s:ymbols were defined in
equation 6.13 (separators between subscripts, i.e. j+1,i have also been omitted for
clarity). The corresponding equation for the second half-step is, with a sinﬁlar

notation;

(pj: A n+l _(pﬁ d. )n+llz
Atf2

1 N
* o agl P ot * P (P Py dy g

(6.74)
[(Ppu Lt PV (Pudy Py d:_y; Jf]ﬂ+1

1
2Ay
dm 12
zl" -
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Both half-steps produce systems of equations leading to tri-diagonal matrices, which
are solved using the Thomas algorithm (see, for example, Anderson et al., 1984). Each
half-step (and the full time step) are second order accurate in space. The half-steps are
first order accurate in time but the full step is also second order accurate (see, for

example, Roache, 1972).

6.5.3 x Momentum Equation

The explicit finite difference equation used in the first half-step of the model, at node
L, J, is:

n+lf2 n n n n n
i on g Tl " Uyoyi~ Uy

A2 T T2Ax T T 2ay

Wi | (dmjde);,  (dmjdty;
2 p;'idj'i' p.;"i-ldj:"—l
28] g 0ippa(di dii| (675
(pprpi-Dax 4 Ax | on
NNy e Wjie1 =205 5.
Ax = Ax?
ve uj,:lr'-zu;i' Uy +2 [(tm).;"i'(tbw)}'i]
. ,
Ay? (3 +pji i)

=ﬁ;i

K-}

where, again, subscript m has been omitted, subscript 0 denotes the low concentration

layer, f is the Coriolis parameter and, besides the symbols defined in equation 6.42;
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on 01V YY) (6.76)
4 .

The equation for the second half-step is entirely similar and is simply obtained By
replacing, in equation 6.75, n+1/2 by n+I and n by n+1/2, respectively. Both half-

steps are first order accurate in time and second order accurate in space.
6.5.4 y Momentum Equation

The explicit finite difference equation used in the first half-step of the model, at node
i,J, is:
n+ly2__n n

n n n
Vi Vi = Vits1 ™ Vii-1 - Vi~ V-
A2 % 2ax T 24y

(dmjdt); (dmjds)].,
i ey
Gl 617)

_ 28[(Podo);i'(90do);—u] g P;'P;—u d_,;; +
(P}:-"'P}'-U)A)’ 4 Ay P}:‘ p_;"-li

+
» |‘:F:|

—r
= _f LT

i e Vi 2V Vs

Ay ¥ Ax?

Va2 2 ()i~ (5 )]
Ay*  (ppditpiadi)

¥

+e

with the same notation as for the x momentum equation, where, besides the symbols

defined in equation 6.43:
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- B+ 14 1) (6.78)
4

The equation for the second half-step is, again, entirely similar and is, again, simply
obtained by replacing n+1/2 by n+I and n by n+1/2, respectively. The method is,

again, first order accurate in time and second order accurate in space.
6.5.5 Bulk Density Equation

The ADI finite difference equation used to represent the bulk density equation, at node

i, j, in the first half-step of the model is:

pn+l[2_pn : 1
ji -i L2
£+ (P * P My = (P05 ) i

At/2  2Axl (6.79) -
1 n + n+
+m[(pj*li+pji)"}+li_(pji"'pj—li)‘fﬂ] =W m"'F}i "
where:

_1 dmy (Pupn (6.80)

Py & \ d,
and:

F- 197 (PrPm (6.81)

Pr dt d,

The corresponding equation for the second half-step is:
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A+l m+lf2

= [ tp )u - + +1f2
i U r' +
At/2 2?xl-(pﬁ"'l i1 (PJ, pﬁ_l) i ( o )
¥ )P - +1 +1’2 "lfz
2Ay[(pf*“ PalViens (pﬁ"'Pj_u)V,,-r' I—W"ﬂ +F",

Both half-steps produce systems of equations leading to tri-diagonal matrices, which
are, again, solved using the Thomas algorithm. The method in each full time step is
similar to that used to solve the continuity equation and is second order accurate in

both time and space.
6.5.6 Model Parameterisation
The formulation for the individual fluxes at the interfaces are computed in the model

through equations 6.55, 6.56 and 6.58, for the entrainment flux, equation 6.60 for the

settling flux, equation 6.61 for the erosion flux, equation 6.62 for the bed formation

Friction factor { f,, )

°
[
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Reynoids number, Re

Figure 6.12 Friction factor f,, in the fluid mud layer as function of the Reynolds
number (adapted from HR, 1991c).
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flux and equation 6.63 for the water expulsion flux through the upper interface, while
the floc, water and total fluxes are given by equations 6.69, 6.70 and 6.71,

respectively.

Further to the description of the fluxes at the interfaces, definition of other variables

is necessary. The shear stresses at the upper interface are defined as in Roberts (1992):

‘::,.E,='fisp—°A:&(AM2+AV2)1"2 (6.83)
1."’='§§—OAV(A“2+AV2)U2 (6.84)

where f, is a friction factor (f;=0.008, Odd and Cooper, 1988) and:

Au=uy-u, (6.85) |
Av=v0—vm (6.86)
Similarly the shear stresses on the cohesive bed can be defined as:
‘l:,il,‘=f"':"'um(u,,z,w,z,)l"2 (6.87)
T byzf"';“vm(ui +vi)u 2 (6.88)

where the friction factor £, is obtained, as a function of the Reynolds number, from
figure 6.12. The bed shear stress definitions are based on a theoretical approach which
treats the fluid mud layer as a smooth turbulent boundary layer in which the lower

part would be a thick laminar sublayer in which viscous forces predominate.
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The Reynolds number is defined as:

2 12
R,J"'"*"—M (6.89)

Vm

while fluid mud viscosity is taken as a function of concentration (Roberts, 1992) in

the form:

v,(C_)=10%exp(yC,) (6.90)

where C,, is the mass concentration (dry density) in the fluid mud layer and:

y=-Lin|In(Ce) (6.91)
Cr | 107

This formulation corresponds to the assumption that for C=0 the viscosity is that of
water, while for a given C=Cj the viscosity has a known value, v,, (Cy ), obtained

from laboratory or field measurements.

6.6 Model Application

6.6.1 General Aspects

The numerous physical processes governing formation, growth and destruction of fluid

- mud layers are complex and, in terms of their global interactions, not completely

understood. Also, as described in previous subsections, the field and laboratory
evidence and process formulations available with respect to each one of these

processes do not present the same degree of modelling usefulness and reliability.
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Clearly, most physical processes require further investigation, even for relatively crude

modelling purposes.

Given the currently available body of knowledge, simplifications are necessary, as
noted by Kusuda et al. (1993). Studying the behaviour of fluid mud layers in an
inclined bed, once formed from a quiéscent suspension and allowed to flow, is a
simple situation which permits the investigation of some fundamental aspects. In
particular, the experiment illustrates rapid deposition during near-slack periods,
commonly asociated with the formation of fluid mud layers. Laboratory experiments
simulating such conditions were carried out by Ali and Georgiadis (1991) and Kusuda
et al. (1993). The main findings of interest for model application resulting from such
experiments are summarised in the next subsection. Data resulting from one of the
experiments performed by Ali and Georgiadis (1991) was used to run the pilot

numerical model and the results of the simulations are presented in Section 6.6.3.
6.6.2 Laboratory Results

Kusuda et al. (1993) used salt water and natural sediment from Kumamoto Port in
Japan, of silty-clayey nature, for their tests. These were carried out in two flumes of
lengths 2 and 1 m (both were 2 m high and 0.2 m wide), respectively, inside which
mclined beds, of slopes up to 1:4, were installed. Mobile fluid ml._ld, once formed
through settling from suspensions which were pumped into the flumes (up to a depth

of 1.7 m), flowed down the bed towards pits from which the sediment was gradually
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withdrawn, Saﬁpling pipes of small diameter were installed on the sides of the flumes
and the volumes sampled from the moving layers were controlled, in order to avoid
destruction of the layers. Layer thicknesses and floc velocities were determined from
video records obtained using a close-up lens. Eight runs were carried out with

different slopes and different initial concentrations.

Kusuda and co-workers distinguished during their experiments the formation of two

layers, below the low concentration suspension:

(i) an upper, mobile, fluid mud layer, which increased in thickness for a few
minutes after the beginning of each run, before approaching steady state in

terms of thickness and movement;

(ii) a lower, stationary, fluid mud layer (rather than a fully developed bed, given
the short duration of the experiments, of about 60 minutes), which developed
after the mobile layer was fully formed; the former, to which the researchers
attributed much lower effective stresses than would be expected in a cohesive

bed, was also called the bed mud layer.
Apparent viscosity of the fluid mud was found to be 0.2 Pa.s, two orders of magnitude

larger than that of water and the overall mobile fluid mud behaviour was that of a

Newtonian fluid. According to the investigators, typical flow velocities of mobile fluid
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mud were found to be around 1 mm/sec; concentrations in the mobile fluid mud layers

had a tendency to increase as the initial concentrations increased.

The thicknesses of the étationary mud layers were uniform in space but showed an
increase in time, at a constant rate, which also increased with smaller bed slopes and
higher initial concentrations. Mobile fluid mud layers did not increase in thickness
downstream and were found to be spatially uniform and temporally constant, as long
as the settling flux remained constant; mobile layers showed thicknesses of 13 to 20
mm in all runs and became greatest for a slope of 1:10, regardless of the initial
concentration of suspended solifis. Such observations indicate that, as long as the
concentration in the mobile layer is constant, the settling flux from the overlying water
and the depositional flux to the bed mud are almost the same. Velocity and

concentration profiles were also almost the same along the flume.

One of the figures- (figure 8 in the original paper) in Kusuda et al. (i993) also seems
to indicate that, after a stage of near constant value, the thickness of the moving layers
may decrease in time, while, in space, a small rise from upstream to downstream may
occur. Such aspects should t;c due a decrease in the settlﬁg flux and seem to confirm

that settling should be the fundamental process controlling fluid mud dynamics.

Following initial SERC-funded exploratory work by O’Connor et al. (1991), Ali and
Georgiadis (1991) investigated the dynamics of fluid mud using a perspex channel, 2.4

m long, 1.2 m deep and 0.15 wide, pivoted at the lower end, where a reservoir for
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collecting the flowing mud was placed (see figure 6.13). A mechanical jack was
attached at the other end thus allowing a horizontal or sloping bed to be produced.
Slopes of 1:5, 1:10 and 1:20 were obtained and tested with saline water and mud from

the Mersey estuary at initial concentrétions of 3.2 g/1, 7 g/l, 10 g/1, 15.6 g/ and 30 g/1.

The experiments were carriedr out under similar conditions to those of Kusuda et al.
(1993), i.e. sediment was allowed to settle from a quiescent suspension onto the
sloping (or horizontal) bed. During the experiment four bands or layers were visually

observed (except the third layer, in the case of the horizontal slope):

(i) a first layer, underneath the water surface, having a low concentration and

containing mostly unflocculated particles;

(ii) a second layer, below the top one, where hindered settling and flocculation
were observed; the top interface of this layer was horizontal and settled
during the tests until reaching the bed layer while the bottom interface was

parallel to the channel’s bed;

(iii)  a third layer (fluid mud), at the base of the previous one, formed by a dense
suspension with interfaces parallel to the channel’s bed; particles in this
layer were settling but also moving downslope, while thicknesses and

elevations from the bed were changing with time;
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(iv) a fﬁunh layer, termed settled bed by the investigators, but probably
corresponding to stationary fluid mud (as in Kusuda et al., 1993) in the early

. stages of the tests; the thickness of this layer initially increased with time
but, due to consolidation effects, decreased with increasing time towards the

end of the tests .

The layers described by Ali and Geogiadis (1991) and those described by Kusuda et
al. (1993) are, therefore, consistent but the former authors give a more detailed

description of the low concentration suspension.

o (m)
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Figure 6.13 Sketch of the experimental set-up used by Ali and Georgiadis (1991),

Scales were placed on the side of the channel at various positions to measure water
depths, stationary mud thicknesses and mobile fluid mud elevations and thicknesses.

Bulk densities were obtained by taking samples through ports located at several

267



elevations of a single measuring section, an aspect which proved to be a severe
limitation of the set-up for the intended modelling purposes. Average velocities of the
_fluid mud were determined by injecting Rhodamin B diluted in salt water into the

layer and measuring the time taken by the dye to travel a given distance.

Results obta.iﬁcd at Station S3 rc;.garding the characteristics of the stationary mud layer
indicated that its thickness increased with time at a rate which increased with
decreasing slope (as happened in the experiment of Kusuda et al. 1993). The thickness
of the mobile fluid mud layer initially increased with time, reaching a maximum
value, then decreased with a furt’her increase in time. This seems to be related to the
magnitude of the settling flux, which decreases after a certain time, due to lack of
sediment in the upper layers. In most cases the thickness incrca;sed with the increase
in slope for a given time. The average velocity of the mobile fluid mud layer

decreased with time and, in most cases increased with increasing slope.

The variation of the bulk density at Station S3A was less defined. For an initial
concentration of 30 g/l the bulk density reached a peak before decreasing with time
(for all slopes) while for initial concentrations of 7 g/ and 15.6 g/l the dénsity
increased in time for slopes 1:5 and 1:10, while for slope 1:20 it reached a peak
before decreasing. The initial increase of the bulk density, reaching a peak value
| before decreasing with time, seeﬁs__ consistent with the expected time ;volqtion of the
settling flux. However, due to the need to interpolate values between sampling ports,

the investigators indicate that density values have to be taken with great caution.
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6.6.3 Model Simulation of a Laboratory Experiment

One of the channel experiments carried out by Ali and Georgiadis was used to apply
mode] FLDMUD2. Given the available data it was decided to use the results obtained
for a slope of 1:20 (a typical upper value for natural estuarine bottoms) and an initial
concentration of 30 g/l, for which a minimum, although not optimal, data set existed.
A sketch of the geometry of the channe! (of width 0.15 m) used in the experiment is
presented in figure 6.13. Since the experiment corresponds, basically, to a one-
dimensional situation, the x axis was oriented along the axis of the channel and Jateral
variability was neglected. In particular, the y momentum equation was not used (y
velocities were set to zero). The orientation of the axes used in model application and
the positions of the measurement stations along the channel are also indicated in figure

6.13.

The domain was discretised with Ax=0.05 m and a time step Ar=0.5 s was adopted
due to the stability constraints resulting from the explicit numerical method used to
solve the x momentum equation. In model application the densities of the layers were
taken as horizontally uniform, at each time ‘step, given the limited information
available on concentrations and densities. This is expected to be a reasonable
assumption, given the short length and width of the flume.

Initial conditions for the model run were taken at £=2 min in order to avoid the initial

stages of sediment settling and formation of the mobile and stationary fluid mud
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layers, which are difficult to simulate given the uncertainties associated with the
determination of the settling flux. Based on the laboratory data set, linear variations,
along the length of the channel, of the stationary mud thickness (d,) and of the mobile

fluid mud thickness (d,,), were imposed as initial conditions, in the form:

d, (x) =0.0035+0.0035 (-%,)/ (%, ~%,)
. (6.92)

Ay (%) =0.0040+0.0070 (x-x,)/ (5-%,)
where the thicknesses are obtained in metres and the x; are the x coordinates of the
J stations, which- are indicated in figure 6.13. An uniform initial longitudinal velocity
u,=0.003 m/s was imposed, while the ﬂuid mud layer bulk density, p,, , was assigned
a value of 1052.6 kg/m’, as indicated by the laboratory data. In the immobile clear
water layer both the x and y velocities were set to zero (as happened throughout the
simulation), while the density of the same layer was assigned an initial value
py=1047.2 kg/m’, given the initial sedlmcnt concentration in the flume and the settling
fluxes into the fluid mud layers from the beginning of the experiment, at =0. These
fluxes were computed using the updated concentraﬁons in the upper layer for each

calculation time ( 0<t<2 min ) and the settling flux curve curve produced by Ali and

Georgiadis (1991) and were assumed uniform along the length of the channel.

Stations S1 and S6 (see figure 6.13) were chosen as the inflow and outflow
boundaries, respectively. The thickness and the bulk density of the fluid mud layer (d,,
and p,, respectively) were imposed at Station S1, while the x velocity (u,) was
imposed at Station S6. At Stz-iticn S1 some extrapolation in time of d,, at the

beginning and at the end of the simulation period, was carried out, based on the
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measured le\llels, but this allowed most of the channel length to be included in the
computational domain. The alternative of using Station S2 as the upstream boundary,
for example, would imply that a much shorter reach of the channel could be used for
comparison with laboratory results. The layer thicknesses (in metres) at Station S1 and
the velocities (in metres per second) at Station S6 were specified, based on the

laboratory data as:

dn() =0.004 - 0.002 (¢£,)/ 120 t,<t <3605
dn(®) =0.002 360s<tst,, (6.93)

Un(t) =0.005 -0.002 (t-£,)/ (ty,~1,)

while the bulk density at Station 1 was imposed using the bulk density curve of figure

6.22 for the slope and initial concentration of the experiment,

The fluid mud viscosity for the reference concentration (see equation 6.91) used in the
simulation was v, (Cg)=6.5x10"* m?/s, with Cy =75 g/l (as in Roberts, 1992), much
higher than that of water and in agreement with the value determined by Kusuda et
al. (1993). Ali et al. (1994) used several methods for computing fluid mud friction
factors and kinematic viscosities, using data from their race-track _ﬂume experiments
and the Parrett estuary and confirmed that both the friction factor S and v, should
have extremely high values, In particular, values of vy, calculated with the Parrett data

were in agreement with the value adopted in the runs of model FLDMUD2.
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Other parameters -used in the simulation were V,=0.2x10°° m/s in equation 6.63 (based
on typical interface lowering velocities during consolidation experiments), k,=0.93 in
equation 6.70 .';lnd V,=0.85W(C,) in equation 6.62. These parameters were adjusted
during model runs but will need to be studied in specific experiments, possibly leading
to improved descriptions of the phenomena they describe in a crude way. The floc
density was taken as 1300 kg/m’ while the solids and salt water densities were taken
as 2650 and 1030 kg/m’, respectively, the latter being estimated given the initial

volume and sediment concentration in the flume.

One of the objectives of the simulation was to run the model for a total time
encompassing and, if possible, exceeding the settling period, i.e. that time during
which a significant amount of sediment was still available for settling from the upper
layers. The model was, therefore, run for 8 minutes, from £,=120 s to 4,=600 s, as the
mobile fluid mud thickness apparently became negligibly small at Station S1 shortly

after the end of the settling period.

The main problem found in using the available laboratory data set to test model
FLDMUD? resulted from difficulties in accurz_itely computing the settling fluxes into
the fluid mud.layers which, as.indicated by the experiments of Kusuda et al. (1993)
and confirmed by those of Ali and Georgiadis (1991), are fundamental in determining

the dynamics of such layers.
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A first difﬁcﬁlty results from the fact that the settling flux versus concentration curve
produced by Ali and Georgiadis (1991) was obtained through the use of a field settling
velocity curve obtained in the Severn estuary. An indirect verification was carried out
by Ali and Georgiadis by computing the approximate settling velocities from the
laboratory data and those, according to the same authors, were consistent with those
of the original field curve. However, i‘t is unlikely that turbulence levels (and,
therefore, floc aggregation and breakup conditions and the corresponding settling
velocities) produced during mixing of the suspension in the laboratory can be directly
related to those found under natural conditions in the Severn estuary. A simple
laboratory settling column test, carried out with the same suspension used in the flume

tests, would have produced more consistent results.

A second problem was that, due to ther fact that concentrations were only directly
measured at three ports (located 1, 3 and 5 ¢m above the bottom of the channel) and
at a single station, Station 3A, the direct determination of the concentration at the
bottom of the upper layer (and, therefore, of the settling flux) becomes extremely

difficult,

It was, therefore, decided to obtain the settling fluxes from the curve produced by Ali
and Georgiadis (1991) but to compute the concentration in the the upper layer, at each
time step, as a result of the initial concentration and of mass losses to the fluid mud

layers. The settling flux was observed to increase up to about 5 minutes and to
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decrease afterwards, becoming very small after about 8 minutes, an evolution which

is consistent with the measured thicknesses and densities of the fluid mud layer.

Due to the uncertainties associated with the determination of settling fluxes during the
laboratory experiment, allowing mass exchanges at the ui)per interface to be accurately
specified and the bulk density of the fluid mud layer to be computed, it was decided
to test this part of the model indirectly. The bulk density cuﬁe measured in the
laboratory (see figure 6.22) was used in the model to compute d,, and #,,, while these
values and the computed settling fluxes were used, in a parallel computation, to

determine the bulk density through equations 6.79 and 6.82.

The results of model simulations are presented in figures 6.14 to 6.18 for the
thicknesses and depth-averaged velocities of the mobile fluid mud layer at Stations S2,
S3, S3B, 5S4 and S5 and in figure 6.19 for the depth-averaged bulk density (also

averaged over the area of the flume, ‘as previously indicated).

"For comparison purposes the thicknesses measured during the laboratory experiment

of Ali and Georgiadis (1991) at Stations S2, S3, S3B, S4 and S6, for initial
concentration C'=30 g/ and slope 1:20 are shown in figure 6.20. Velocities measured
at Station S3 for the same initial concentration and slopes 1:20, 1:10 and 1:5 are
shown in figure 6.21, while bulk densities measured at Station 3A for the same initial

concentration and slopes are presented in figure 6.22. The measured bulk density
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values at Station S3A for C'=30 g/l and slope 1:20 (i.e. the simulated experiment) are

also shown in figure 6.19 for comparison with the model output.

It is observed from the simulated thicknesses of the mobile fluid mud layer (figures
6.14 to 6.18) that their magnitudes show good correspondence with those measured
in the laboratory (figure 6.20) at Stations S2, S3 and S3B while at Stations S4 and S5
they are higher, by a factor of about 3. However the time evolution of the simulated
thicknesses at the latter stations shows a better correspondence with the laboratory
trends. Simﬁlated thicknesses reach a peak value, before decreasing with time, at all
stations. The peak occurs later in the downstream direction and, at Stations S2, S3 and
S3B, it occurs while the settling flux is still increasing, These features seem to
indicate that, for the conditions of the simulation, loss of mass through longitudinal
advection prevails over the gain due to settling at the upstream sections and that the
advected mass accumulates in the downstream reaches of the flume, as indicated by
the simulated thicknesses in Stations S4 and S5. This aspect also seems to be
confirmed by the velocities simulated at Stations S2, S3 and S3A. These show values
which are somewhat higher, relative to the measured laboratory velocities, and their
trends in time only seem to match the latter after about 8 minutes. Conversely, at
Stations S4 and S5 agreement between the simulated velocities and those obtained in
the laboratory is good during most of the simulation period, regarding both their

magnitude and their time evolution.
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From figures 6.26 and 6.22 it can be concluded that, in the laboratory experiment,
settling was the dominant factor, as indicated by the decrease in both the layer
thicknessess and densities after about 8 minu.tes, in agreement with the observations
of Kusuda et al. (1993). Ali et al. (1994) applied model FLUIDMUDFLOW-2D
developed by HR Wallingford (see Odd and Cooper, 1988, for details) to the
simulation of laboratory experiments carried out by Ali and Georgiadis (1991) in the
setup of figure 6.13 and by Crapper and Ali (1994) in a race-track flume. These
authors concluded from their simulations that the behaviour of the model was highly
sensitive to the way in which settling was described, an aspect which is also expected

to hold for model FLDMUD?2.

In order to check the accuracy of the settling flux calculation, the bulk density
resulting from the parallel computation ganied out with equations 6.79 and 6.82 was
also compared with that measured during the laboratory experiment (see figure 6.19).
It is possible to conclude that, although the initial increase in density detected in the
laboratory (up to about 4 minutes) is not reproduced by the model, both the magnitude
and the general trend of the computed densities are in reasonable agreement with the
measured data. This is an encouraging result, especially if the rather crude descriptions
adopted for some of the interface mass exchange processes and the nature of the
simple relationships between the masses and the volumes, which result from assuming
a single order of floc aggregation, are considered. This result may Vals_.o"in_diCate that
the computed settling fluxes were also in good agreement with those actually

occurring during the laboratory experiment.
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All the above conclusions seem to indicate that, despite being much higher than that
of water, the viscosity reproduced in the model is still insufficient. This is in

agreement with the findings of Ali et al. (1994).

Full confirmation of the present conclusions would, however, require that a more
comprehensive laboratory data set is obtained, including detailed measurements of
densities and velocities and a more accurate determination of the settling velocity
curve. It is expected that such a data set would allow full te-sting of model
FLDMUD?2, although, as indicated before, sdme process modelling aspects also need

improvement.

6.7 Summary

In this chapter a mathematical formulation aimed at describing the dynamics of thin
to medium thickness mobile fluid mud layers was developed and tested. Such layers
are defined as those having no significant vertical structure or large vertical variations
in either density or horizontal velocity. They are also believed to be the most frequent
case of high-concentration layers occurring in estuarine environments, as very thick

layers have seldom been detected.
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Figure 6.14 Computed mobile fluid mud thicknesses and velocities at Station S2.
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“Figure 6.15 Computed mobile fluid mud thicknesses and velocities at Station S3.
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Figure 6.16 Computed mobile fluid mud thicknesses and velocities at Station S3B.
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Figure 6.17 Computed mobile fluid mud thicknesses and velocities at Station S4.
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Figure 6.18 Computed mobile fluid mud thicknesses and velocities at Station S5.
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Figure 6.19 Computed mobile fluid mud bulk densities (averaged over the area of
the flume) and laboratory-measured bulk densities (C'=30 gf1, slope 1:20).
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Figure 6.20 Laboratory-measured thicknesses of mobile fluid mud layers at several
Stations for C' =30 g/l and slope 1:20 (adapted from Ali and Georgiadis, 1991).
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Figure 6.21 Laboratory-measured velocities of mobile fluid mud at Station S3 for
C' =30 g/l and slopes 1:5, 1:10 and 1:20 (adapted from Ali and Georgiadis, 1991).
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Figure 6.22 Laboratory-measured bulk densities of mobile fluid mud at Station S3A
for C'=30 g/l and slopes 1:5, 1:10 and 1:20 (adapted from Ali and Georgiadis,
1991).
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The motivation for studying the dynamics of fluid mud layers in estuaries is twofold:

(i)  the existence of fluid mud layers drastically changes both the magnitude of
the mass fluxes through which low concentration suspensions exchange
solids and water with the lower layers and the time intervals during which

such exchanges take place;

(ii) the near-bed mass transport in high-concentration layers, which flow at
velocities very similar to those of the low concentration suspensions above,

is very significant.

Models describing the dynamics of fluid mud layers will, therefore, be useful both for
producing improved bed boundary conditions for transport models in the water column
(low concentration suspensions) and to describe the advective mass transport taking

place in near-bed layers.

The most relevant features of fluid mud, derived from field studies were, therefore,
reviewed in this chapter and allowed the development of a set of assumptions
regarding the dynamics of thin to medium thickness mobile layers. Based on this set
of assumptions a depth-averaged mathematical formulation was derived, which allows
the calculation, not only of the thickness and velocities in the layers, but also of their

densities.
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The possibility of computing the bulk densities of high-concentration layers is

considered to be particularly important as field measurements indicate that a

- characteristic bulk density value, assumed not to change in either space or time (as

happens in existing formulations), leads to severe simplifications in the physics of the
phenomenon being described. A fourth equation for computing the bulk density was,
therefore, added to the classical continuity an;l x and y momentum equations and, in
order to test the proposed formulation, a pilot numerical model (FLDMUD?2) was

developed.

In order to apply the system of equations derived in the present chapter it is also
required that the mass exchanges, composed of water and solids (in flocculated
condition), taking place with the low concentration layers, abdve, and the structured
bed (or the stationary fluid mud layers), below, are specified. Although such fluxes
result from a rather limited number of physical processes, the corresponding process
models are far from presenting the same degree of reliability for system modelling
purposes. Further investigation on such processes is, clearly, necessary. This aspect

was found to be one of the most important limitations of the proposed formulation.

The pilot model was applied to the simulation of a simple laboratory experiment,
namely the flow of fluid mud layers along an inclined bed, once formed from a
quiescent suspension (Ali anci Georgiadis, 1991). This experimental set-up is
representative of rapid deposition conditions during near-slack periods and allows a

number of relevant aspects to be studied.
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Limitations bf the available data set and, in particular, those regarding the
determination of the settling fluxes and of the bulk densities, prevented full testing of
the model. However, analysis of model output and its comparison with the laboratory
results produced by the same authors and with the trends resulting from a sirnilar
experiment by Kusuda et al. (1993) allowed some cohclusions to be drawn. Two main

factors were identified which largely determine modelling resuits:

(i)  the accurate simulation of the settling fluxes into the fluid mud layers, which
is the key factor in determining the vertical dynamics (growth and decay) of

the layers;

(i) the accurate characterisation of fluid mud, in terms of its viscosity
(apparently, higher than currently assumed) which largely determines the

transport of fluid mud along the bed.

Finally it is recognised that, while modelling progress in the field of fluid mud
dynamics should benefit from the existence of improved data sets it is also expected
that the needs resulting from model development and application will contribute
towards the design of new laboratory and field experiments. It is expected that
concurrent improvements in both data sets and process modelling capabilities will
allow gains of accuracy in fluid mud model simulations and their coupling with
existing 3D u'aI;Sport models in the water column, therefore significantly increasing

the capabilities of overall system models for cohesive sediment transport.
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CHAPTER 7
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

7.1 Summary

In the present investigation mathematical formulations and numerical models, aimed
at describing the dynamics of cohesive sediments in three dimensions, were developed.
The adopted_ formulations incorporated recent process modelling results while the
choice of numerical techniques resulted from their suitability to accurately describe
each process. Modé:ls were developed considering the differences between cohesive
sediment transport and the transport of either coarse sediment or dissolved constituents
in tidal environments, which are mainly expressed through the vertical dynamics of
muddy sediments. The need for practical tools, aimed at solving specific engineeering

problems with adequate accuracy, was also a relevant criterion in model development.

Following the conclusions of the specialised panel on numerical modelling at the
Estuarine Cohesive Sediment Workshop, held in 1991 (Mehta, 1991b), modelling

improvements were sought in two main aspects:

(i) The development of a three-dimensional transport model for low to medium
concentration suspensions (SUSMUD3), using process model descriptions
classically associated with such suspensions but including ‘a flexible vertical
coordinate transformation. This transformation shou_ld, in the case of muddy

sediments, allow grid refinement in those areas where concentration gradients
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are larger, without requiring a uniformly fine vertical discretisation in the
whole domain, an important aspect when considering three-dimensional

modelling of large estuarine domains.

(ii) The devc;lczg_ment of a model describing the dynamics of near-bed high-
concentration layers, also called fluid mu-d l-ayers (FLDMUD?2). The need to
model fluid mud dynamics is twofold: mass exchanges specified at the lower
boundary, in low concentration transport models, are changed in t-he presence
of fluid mud; transport in fluid mud la.)}ers is very significant due to the

occurrence of both high velocities and high sediment concentrations in such

layers.

A description of the physical processes of interest for model SUSMUD?3 is found in
Chapter 2, while model formulation, development and application to a real estuarine
channel are found in Chapters 3, 4 and 5, respectively. Specific conclusions resulting
from model application are also described in the latter chapter. The relevant physics
and process modelling aspects relative to model FLDMUD2 are found in Chapter 6.
Formulation, developlﬁent and application of FLDMUD?2 to the simulation of a
laboratory experiment are also described in Chapter 6, where the specific conclusions

are summarised.

As noted by Teisson (1991, 1994) the critical aspect for engineering cohesive sediment

modelling lies in the description and implementation, in terms of workable algorithms,
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of cohesive sédiment processes. This aspect was also confirmed during the formulation
and application stages of the models developed during the present research, as process
models required to describe low concentration suspensions are better known than those
which are of interest to simulate fluid mud dynamics. Model SUSMUD3 can,
consequently, be regarded as an application tool for real estuaries, while FLDMUD?2
was mainly developed to test process models and model formulation. The latter is a
depth-averaged formulation which includes, besides the classical continuity and x and
y momentum equations, an equation describing bulk density evolution. This parameter,
as indicated by recent field measurements, is not adequately described by a single
value, as happens in existing models, and its time and space variability should be
accounted for. Application of model FLDMUD?2 indicated that further improvements
on the physics it describes and improved data sets for further testing are still required.
It is expected that, once this model is in fully operational condition, it will be possible
to couple both models, therefore ensuring the applicability of the resulting modelling

system to most environments where muddy sediments exist,

Drawing on the conclusions derived from the formulation, development and
application of models SUSMUD3 and FLDMUD?2 some overall conclusions and
recommendations for system modelling practice of muddy sediments are presented in

this chapter.
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7.2 Conclusions and Recommendations

The dynamics of muddy sediments in estuaries is both a consequence of tidal
hydrodynamics and a prerequisite for describing the fate of assoctated pollutants. Mud
modelling is a fu_r_1c_ia;mental link if a comprehensive description of estuarine syst_exhs
is sought. However, current modelling pracﬁ;:e -sh;)ws that the degree of accuracy
which can be expected from numerical modelling rapidly decreases from
hydrodynamics to muddy sediment simulations and from these to the description of
associated pollutant transport (Mehtﬁ, 1991b). Neglecting, as a first level approach,
the complex and not fully understood interactions between mud and pollutants, a

number of aspects deserve consideration, if sediment modelling (and, ultimately,

overall modelling) is to be improved:
(i) Mud Transport in the Water Column as an Essentially 3D Phenomenon

As described in Chapter 3, reduction in the number of modelling dimensions has,
usually, been due to limitations of the available computing resources, as flow and
sediment transport patterns are, basically, three-dimensional. The applicatioﬁ of
model SUSMUD3 to the Mersey Narrows indicates that, for the adopted level of
assumptions (namely, a single sediment class approach) and given currently
available computing capabilities, 3D models are an economical tool to be used for
short term engineering simulations and overall studies of estuarine systems, It

" seems, therefore, that the use of 2D or 1D models should be restricted to testing
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improvements in process models and formulations. Also, given the importance of
vertical phenomena, it is unlikely that depth-averaged approaches retain any

advantages regarding short term modelling applications.

(1) Mud Transport in the Water Column as a Consequence of Hydrodynamics

As noted by Teisson (1994) it is usual to run cohesive sediment transport models
by previously running hydrodynamics models which produce the necessary
advective velocity field. This decoupled approach was also followed in the
application of model SUSMUD3 to the Mersey Narrows. However, a number of

aspects require consideration (Teisson, 1994):

(a) cohesive particles are advected back and forth, over large distances during
each tidal cicle and their residual displacement is highly dependent on the

accuracy of the hydrodynamics calculation;
(b) the importance of the processes taking place over estuarine tidal flats on the
overall dynamics of mud requires that wetting and drying of such areas is

accurately reproduced in hydrodynamics models;

(¢) in harbours and enclosed basins, gyres control deposition; however, their

simulation using eddy viscosity concepts is strongly dependent on the
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(d)

empirical values assigned to these coefficients: higher order turbulence

closures should be used instead;

process models for erosion and deposition are based on relationships between

the bott(_)m shear stress and threshold values; the former are determined from

the flow field and errors in the velocity can induce significant changes on

erosion/deposition patterns.

Application of model SUSMUD3 to the Mersey Narrows (Chapter 5) also indicated

that:

(e)

®

given the importance of correctly simulating settling/deposition and
erosion/re-suspension sequences around slack water, the time sten for
hydrodynamics simulations should be determined as a consequence of the
evolution of the bottom shear stresses in time and of the erosion/deposition

thresholds:

although vertiéal velocities may be negligibly small for other modelling
purposes, it is observed that their magnitudes are very similar to those of the
settling velocities of mud flocs and that, therefore, they should significantly
influence vertical sediment dynamics; the accurate calculation of vertical

velocities is fundamental for cohesive sediment modelling;
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All the above justify that:

(A) cohesive sediment transport models should rely on the most accurate

hydrodynamics models (Teisson, 1994);

(B) hydrodynamics and transport models (for sediment and salt) should be used

in a completely coupled way;

(C) application conditions of the coupled model sets (ie. time and space
discretisations, turbulence closures) should be determined by the
requirements arising from sediment transport modelling rather than by strictly

hydrodynamics criteria.
(iii) Vertical Dynamics in the Water Column

Cohesive sediment transport is basically different from the transport of dissolved
constituents due to settling and to mass exchanges with the bed (cohesive bed or
fluid mud layers). The magnitude of the settling fluxes is a consequence of the
physico-chemical properties of the sediment and of the characteristics of the
turbulence field, which determine particle collision, aggregation and breakup.
Sediment concentration, in turn, influences turbulence damping and inhibits vertical

turbulent mass exchanges. Mass exchanges with the bed, classically described in
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terms of erosion/deposition concepts become significantly different in the presence

of fluid mud layers.

Application of model SUSMUD3 to the Mersey Narrows confirmed the importance
of correctly reproducing .thc vertical component of cohesive sedimenf transport if
overall éccuracy is to be irﬁproved. The same study indicated the importance of
introducing into coupled hydrodynamics/transport models more sophisticated
turbulence closures, in conjunction with improved modelling of the se;ttling fluxes,
relative to classical formulations, if detailed éimulations of the concentration field
are to be carried out. Results of the same application confirmed that vertical grid
refinement in near bed regions (where larger gradients are expécted) should

improve modelling accuracy, while avoiding excessive vertical discretisation.

Application of a vertical 1D model to test the vertical formulation of SUSMUD3
suggests that this type of models should be used to test improved process models
of vertical phenomena and to investigate the structure of the concentration profile.
It is possible, as indicated by runs of the 1D model, that an upper value of the
time step is imposed by the need to simulate the time evolution of the finer

structural details of the profile.
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(iv) Transport in Near-bed High-concentration Layers

Development and testing of model FLDMUD2 allowed _t.he identification of two
fundamental factors in the dynamics of such layers: settling (and associated
phenomena, leading to layer formation) and fluid mud viscosity, More research on
basic physical pfocesses is needed. Aiso, given that concentration alone does not
seem to be a sufficient criterion for the identification of fluid mud, further research
is also needed in order to define a practical modelling criterion, which will allow

-models describing transport in the water column and fluid mud models to be

linked.

A crucial aspect in model application is the availability of adequate data sets and, in
particular, their consistency. It is often necessary to apply models to study sites where
some fundamental information is not available and certain parameters have to be
estimated from the.literature. Although sensitivity analysis can be carried out, it is
unlikely, given the strong dependence of mud transport on sediment properties and
local hydrodynamics, and the muitiple and complex flow-sediment interactions that
such applications may provide any meaningful insight into the performance of models
or on the behaviour of the systems they intend to describe. Also, as indicated in
Chapter 2, the development of more realistic but, also, much more complex
formulations, for cohesive sediment modelling requires that suitable data sets are

concurrently obtained. In the absence of such data sets, models may provide diagnostic
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capabilities (a useful development by itself) but the quality of their contribution for

solving engineering problems will scarcely have improved.

Finally, as noted by Teisson (1994), given the numerous limitations currently existing,
cohesive sediment transport models should not be regardéd as ready-to-use tools. The
accuracy obtained in each application will largely depend on the quality and
consistency of the available data set and on the expertise of the modeller. Present
trends towards more complex formulations, allowing the description of a larger
number of water-sediment-pollutant iﬂtcractions, indicate that this situation should not

be expected to change in the near future.
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APPENDIX A
REMARKS ON THE NATURE OF THE TRANSPORT EQUATION

The mathematical complexity of the advection-diffusion equation presented in section
3.2 for a cartesian domain makes it useful to summarise its main properties in
connection with the modelling of suspended cohesive sediment transport, Taking the

settling velocity as W,=W,(C) alone, equation 3.8 can be rewritten as:

2 2 2 0 0
. &C,, ¥C, ac+( 8,_uJa_c ( e, _]ac

Tox? Yay* oz \ar ) ax \ gy dy (A.1)
' de ac ac, oW,
H—=-w+W, =C=0
oz Jaz at 2

(with the same notation of Chapter 3) which corresponds to the general form

9*C \
ac-)——;b(-, +e(: ) Cac )——+ ()X
ox ay? ay (A2)
"‘f(')g"‘g(')'&—*‘h(')c*i(') =0
of a second order partial differential equation (PDE) in a space x, Y.z, t, where C is

the dependent variable.

In general terms, when the coefficients of an n* order PDE depend upon n* order
derivatives of the dependent variable the equation is nonlinear. When the coefficients
depend upon the dependent variable or its m® order derivatives (m < n), the equation
is quasilinear. Finally, the equation is linear when they depend on the independent

variables alone or are constant (Eapidus and Pinder, 1982). A classification of

equation A.1 consequently depends on the functionality of coefficients a()toi(*).
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It can be recognised that, while a(*),b(*),d(-),e(*),g(*) andi(-) are functions of the
independent variables alone or are constant, the remaining may depend on the
concentration and its derivatives in different ways. If the effect of vertical ﬁws
exchange inhibition due to stratification is negligible and no functional dependence of
the vertical mass diffusivity on the vertical concentration gradient (i.e. through the
Richardson number) is considered, equation A.1 will be quasilinear, given that
W=W/(C). In the opposite case, and through the vertical gradient of the vertical mass

diffusivity (see expressions 2.23, 2.27 and 2.19) which can, generally be described as

=L, r(Rt)]=§[F(z),R(§£)]=%[F(z),8(?a§]] (a3)
a nonlinear behaviour can be expected (in equation A.3 F, r, R and S are generic
functions and the remaining symbols ha\-re the same definitions as in Chapters 2 and
3). Equation A.1, consequently, shows a different behaviour relative to similar
equations describing transport phenomena of substances for which settling of particles
or inhibition of vertical turbulent exchanges due to strati}ication are not important,

which are linear; moreover it is instructive to remark that such differences arise from

terms physically related to the vertical component of transport.

From equation A.l it is also apparent that its solution will behave differently,
depending on the relative magnitude of the advective and diffusive terms and will, in
extreme cases, have the properties of the limiting hyperbolic (purely advective) or
parabolic (purely diffusive) solutions. Although, in strict mathematical terms, the

transition between the parabolic and hyperbolic behaviours of the solution is linked

A2




to the cxisténce of null mass diffusivities it is hypotesised that such transition is
gradual for the broad range of conditions found when describing natural flows, in
actual agreement with the physics of transport phenomena (Baptista, 1987). For
example, it is of interest to notice that, when solving the equation for unsteady flows,
as happens with estuarine and coastal applications, the relative magnitude of advective
and diffusive terms can significantly chanée in time (i.e. during a tidal cycle), leading
to difficulties in uniquely characterising the type of solution to be expected. All the
above facts justify the splitting techniques widely used when numerically solving the
advection-diffusion equation, enabling adequate methods to be used to separately solve

purely parabolic and purely hyperbolic problems.
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APPENDIX B
DIMENSIONAL ANALYSIS OF THE TRANSPORT EQUATION IN THE
COMPUTATIONAL DOMAIN '

In order to determine the relative magnitude of the several terms in the transport
equation, which represent advective and diffusive fluxes in the three spatial directions
and vertical settling fluxes, it is convenient to use, for clarity, a simplified version of

equation 3.8 in the vertical cartesian plane (x, z), in the form:

E; -uic_-wa_g +3(W C)-!-i(g _aE +.._a_(g _a_c) (B.1)
ot & & & ° 7 ax\ *ox) &\ ‘oz

with the same notation used in Chapter 3. Results derived from the analysis of the
* components of equation B.1 can be extended to both horizontal dimensions since,
due to the irregularity of the ﬁorizdntal boundaries in most estuaries, the magnitude
of the lateral (y) fluxes is very similar to that of longitudinal (x) fluxes, when a
cartesian description is adopted. This equation is transformed into a computational

domain (x°, 6, £*) form as:

X 4 Truniwr)

at & do
d d aC
+P5~E(HZC)+P?U—(8:P§-&-J

(B.2)
+ g {s:ac + d (ngEJ
&\ ar') &'\ ¥ da
2

+e A o°C +A—a— s:,Aég-
dx*do da dg

where T, A and I' are transformation parameters, i.e. the derivatives of the

transformation with respect to ¢, x and z:
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ot
-9 B.3)
& .
-
o
Non-dimensional variables and parameters, denoted by a prime, are defined as
C ’=-.-C.-.-. '=t— u’:l
(o [ Uy
x':_ 0”:1 w':l
L g, W,
(B4)
, W , & , &
H’s = W; 2 =F12' 0 23 __'Ez'to
-1 A=A =L
T, A T,

where L and H are the estuarine length and depth and subscript 0 denotes
characteristic maxima. Non-dimensional variables and parameters defined in B.4 are,
consequently, of order 1. In B.4 £, is a reference time scale to be defined later, u,, w,
and W,,, are characteristic horizontal, vertical and settling veloéities and, finally, T,,

A, and T, are characteristic values of the transformation parameters. -

Substituting the variables and parameters in equation B.2 by those resulting from the

definitions in B.4 (i.e., for example, C=C,C" ), the following equation is obtained:

B.2
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where the terms outside brackets (i.e., primed), are of order 1. Multiplying equation

B.5 by factor t/C, :

BC'=_[”oto}u,6C'

& | L] &

r r r ’ r .to ac’
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For a reference time scale, defined as a characteristic sediment settling time (Ross,

1988)
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t= ; (B.7)

. and considering that characteristic values of the transformation parameters are defined

as

_Y% ' (B.8)

equation B.6 is transformed into:
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The relative importance of terms in equation B.9 (and, thcrcfor;, of the corresponding
terms in equation B.2) is given by the factors within square brackets, as primed terms
- are of order 1. Characteristic -values for estuarine geometries and flows can be
considered as L=10000 m; H=10 m, u;= 1 m/s, w,=0.001 m/s, W,,=0.001 m/s and

o,=1. Evaluation of coefficients in B.9 therefore indicates:

B4




(1) Vertical settling and vertical diffusion terms
The coefficients of both terms in equation B.9 are unity.
(ii) Horizontal diffusion terms

[’:—;J=g(10'6) - ®.10)

(iii) Horizonta] advection term

ol | 11
Fa -

(iv) Vertical advection term

aoWe H |_ 1
H W,a,
UG H |
— =0(1 (B.12)
|00
%% H |,
H Wy,

ie. the global coefficient is of order 1.

Analysis of the magnitude of the coefficients in equation B.9 therefore indicates that

terms arising from horizontal diffusion terms in equation B.1 are much smaller than

the remaining terms and could, in principle, be neglected. Furthermore, it should be

noted that the relative magnitude of the remaining terms in equation B.9 is not the

same during a tidal cycle. The characteristic value which was adopted for the

horizontal velocity corresponds to fully developed ebb or flood situations. However,

during a tidal cycle the horizontal velocity actually varies from very small values, in

B.5



the vicinity of slack water, to those corresponding to maximum ebb or flood;
therefore, coefficient B.11 may, during the former periods, take values which are two

or three orders of magnitude smaller than the coefficients of the vertical terms.
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APPENDIX C
A GENERALISED SIGMA TRANSFORMATION

A common problem in computational fluid ﬁechanics is the existence, within the
solution domain, of areas where large gradients of the independent variable are found.
This requires that fine computational grids are used to represent such areas, in order
to avoid major losses of accuracy in the numerical solution, A possible way to solve
- the problem is to uniformly refine the grid throughout the computational domain. This
may, however, become costly when applications to large domains and extended time
periods are sought and, furthermore, generates large amounts of unnnecessary
information in areas of the domain where refinement of the computational grid is not
required. Another possibility is the use of coordinate transformations, mapping
cartesian domains into computational domains in such a way that a uniform grid in
the latter corresponds to a grid where point clustering in areas of interest of the former

is obtained.

A second problem found in many computational fluid mechanics problem is the
geometrical irregularity or the time-varying nature of the cartesian domain in which
the equations are being solved. This is the ;.asc when the simulation of circulation and
transport phenomena in natural environments (as in estuaries an coastal areas under
tidal effects) is sought. Again the use of coordinate transformations, mapping
geometrically complex and time-varying domains into computational domains where

uniformly spaced grids can be defined, is a convenient approach.

C.1



In the case of tﬁrcc-dimensional (3D) numerical modelling of suspended cohesive
sediment transport in estuaries both problems are found and, therefore, the benefits
-resulting from the use of coordinate transformations are apparent. In general terms a
full geometric transformation, mapping the cartesian x, y, z space into a computational
Xx*, y*, z¥ space, could be us_ed. However, as described in Chapter 2, the key aspects
to be add:cséed, if significant gains of accuracy in modelling are to be obtained, are
related to the vertical mode of transport. A less complex approach, using vertical
coordinate transformations alone, therefore, seems adequate. A generalised vertical
coordinate transformation was, conséqucntly, defined in the the following form:
o =g(Z) =gLf()] : (C.1)
In equation C.1 the first function, f{z), vertically maps the cartesian domain ranging
from the bottom ( -H ) to the free surfﬁcc (M) into an inteﬁncdiate computational
domain, with vertical coordinate Z rangipg from -1 to 0, in such a way that uniformly
spaced grid points in the intermediate domain are still uniformly spaced in the
cartesian domain. The first function, therefore, corrects for the effects of a time-
varying free surface, as bottom variations are assumed to be negligible at the time
scale of tidal simulations. The second function in C.1 allows vertical grid refinement
in zones of the domain where higher gradients are expected and, as a result, equally
spaced grid points in the 6 computational domain are stot equally spaced in either the

Z or the z domains.

The inverse transformation of C.1 will be:
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2= "g (a)] =" (2) (©2)
A function satisfying the requirements for the first function, f(z), in equation C.1 is

the Phillips (1957) coordinate transformation, widely used in metereolbgy and

oceanography, which has the form:

z=;]€;lﬂ (C.3)

The second function in equation C.1, g(Z), has to be defined in agreement with the
physics of the phenomena to be represented and, in the case of cohesive sediments,
should allow grid refinement near the lower boundary. Based on a fa;nily of general
stretching transformations (Roberts, 1971; Anderson et al., 1984) one such

transformation can be defined as:

o = —m[(B-Z)/(p+Z)] (C.4)
In[(B+1)/(B-1)]

where B is the transformation stretching parameter (I < B < o ), which clusters more

points near the lower boundary as it approaches unity. This transformation produces
a transformed ¢ domain ranging from -1 at the lower boundary to 0 at the upper
boundary and will be called a Type I transformation. For programming reasons,
however, it is more intuitive to use 2 ¢ domain ranging from 0 at the lower boundary
to I at the upper boundary and this will be called a Type II transformation. This
transformation has thc- same grid clustering properties as the previous one and is

defined as:

_ - h[(B-Z)/(B+2)] '
=1- C.5
T e /(D) ©3

A Type II transformation was used in the development of the current version of model

SUSMUD3. A plot of the normalised depth Z versus the transformed coordinate G as

C3



a function of the transformation parameter B , obtained using a Type II transformation,

is presented in figure C.1.
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Figure C.1 Normahscd depth versus the transformed coordinate, as a function of
- the clustering parameter.

The expression for the inverse transformation of a Type I transformation is:

B-B[(B+1)/(B-1]™° (C.6)
{(B+1)/(B-D)]}+1

while the inverse transformation for the Type II is:

Z=g(0)=

B-B[(B+1)/(B-L)]'° (C.7)
{(B+1/(B-D}+1

Furthermore, the inverse of function f is:

Z-g7(0)=

2=f U Zy=n+(H+m)Z (C8)

leading to the direct expressions for the inverse transformation:




of the transformation:
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if a Type I transformation is used,
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(C.10)

for the case of a Type II transformation. Finally, the derivatives of the transformed
coordinate with respect to the cartesian coordinates and time, which appear in the

transport equation written for the computational domain, are the same for both types

(C.11)

(C.12)
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APPENDIX D
CONVERGENCE, CONSISTENCY AND STABILITY ANALYSIS OF THE
NUMERICAL METHODS USED IN THE TRANSPORT MODEL

D.1 General Aspects

When solving differential equations through the use of numerical methods it is
required that the solutions produced by such methods approach the true solution of the
original equation (for the same initial and boundary conditions) as the mesh is refined.
Numerical methods possessing this property are said to be convergent (Anderson et
al, 1984; Lapidus and Pinder, 1982). Two other important properties are consisten-cy
and stability as, for the numerical solution to be acceptable, the numerical methods

must satisfy such properties.

Taking the particular case of interest, namely the solution of a partial differential
equation (PDE) using a finite difference representation or t;quation (FDE), consistency
analysis deals with the extent to which the FDE approximates the PDE it seeks to
represent. A FDE is said to be consistent if the difference between the PDE and the

FDE (truncation error) vanishes as the mesh is refined (Anderson et al., 1984; Lapidus

and Pinder, 1982),

Stability is strictly applicable only to marching problems, i.e. those transient or
transient-like problems where the solution of a PDE is required on an open domain

subject to a set of initial conditions and a set of boundary conditions. This type of
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problems is govémed by hyper_bolic or parabolic PDE’s, as is the case of the
advection-diffusion equation described in Chapter 3. A stable numerical method is one
for which errors of any source (round-off, truncation, mistakes) are not permitted to
grow as the calculation proceeds from one time step to the next (Anderson et al.,-
1984). Weak stability analysis deals with the growth of a single, general, round-off
error and is carried out through Fourier or von Neumann Analysis. It is assumed that
proof of weak stability using this method implies strong stability, i.e. that the overall

error due to round-off does not grow (Anderson et al., 1984).

For marching problems governec!_by linear PDE’s a proof of convergence is given by
Lax’s Equivalence Theorem. This theorem states that "given a properly posed initial
value problem and a finite-difference aplﬁroximation to it that satisfies the consistency
condition, stability is the necessary and sufficient condition for convergence”
(Anderson et al., 1984). The same authors also indicate that "most computational work
proceeds as though this theorem appliés also to nonlinear PDE’s, although the theorem
has never been proven for this more general category of equations”. This approach
will also be followed in the present analysis, given the mathematical nature of the

advection-diffusion equation solved by model SUSMUD?3 (see Appendix A).

The use of a fractional step method for solving the advection diffusion equation
requires that consistency and stability of each partial step is separately investigated for
the method to be consistent and stable (Verboom, 1975). In the case of model

SUSMUD3 three of the four model steps were solved using finite difference methods:
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vertical, longitudinal diffusion and lateral diffusion, of which the last two steps were
of similar nature and can be examined in the same way. The consistency and stability

analysis of the vertical step and of the longitudinal diffusion step are presented below.

D.2 Vertical Step

D.2.1 Consistency

In order to study the consistency of the numerical scheme used for the vertical step
it is necessary to expand the values of C, € * and W, in Taylor series about node ijk,
at time step n. Consequently, and for the time derivative (omitting the asterisk
notation in the independent variables and indexes i, j for clarity):

n+l n , |
Cii=Cr _ac +g§’£+,_,=§+o(m) (D-1)
c |

At 2 &2 ot
where the notation corresponding to-the fractional step method (" and **) has also
been replaced by the more conventional notation for consecutive time steps (n, n+1).
Similarly the diffusive term produces:

T ;
ki n+l =y n+l =y -y A+l =y
Ag? [CM erap~Cr (Brap*erip)+ G Bpap

6 3

aoat} (D.Z)
LAd? 3C 38 ac?,act ]
6 go* 0o 12 gt

=ri(?§)+0(A:,Aaz)
oo
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which is obtained by considering only the leading terms in the expansion of the

vertical diffusion coefficients about point &:
ek+lﬂ : Ek'!"AU—*'O(A 0)2
D.3
e ap =t A03—8+0(Aa)2 (D3)
E:d,z +Ek-l[2 "‘28* +0(A 0)3
The settling term, with the settling velocity computed at the current time step, n, as

usually done in cohesive sediment models, is expanded as:

( e Cra -WeC™)

=r_§_(wc) Wﬁiﬂ@ +W, At &Fc
oo 2 dg2 da ot D.4)
oW, oW, oW,
sag2 e |epgasd| D 0C ) £, T 0C, |
do\ do do\ 9o o do ot
0
=I‘E(WSC)+O(At,Aa)
Collecting terms it is recognised that: )
+ +1 +1 + + + +
N L S o e R .
At Ac KIZ A g? YA s
oC ., 8 9 (= aC
=—-I'—(WC)-T'—| e,— |+O(At,A
o ag e aa(s"ao] (45,40)

i.e. the FDE tends to the PDE as Af, Ao tend to zero. Therefore, the finite difference
equation corresponding to the vertical step is consistent with the partial differential

equation of the same step and has a truncation error of O(Af, AG).

D4




D.2.2 Stability

The finite-difference equation for the implicit method used in the solution of the
vertical step can be written in a condensed form as:

- =ACk +BCM! +bc,;'_';‘ | (D.6)
where, again, the asterisk notation (** and * ), corresponding to the fractional step
method, has been replaced by the more conventional notation for consecutive time

steps (1, n+I).

The numerical solution N can be decomposed into an exact solution (ie., that
computed with infinite accuracy) and a round-off error &, as:

| N={+e (D.7
Replacing C in the condensed equation D.6 by definition D.7:

Q7 +ep™)- () =A Q]+ elr) B + ) e D(QY 14 g™y (DB)

Since the exact solution Q must satisfy the difference equation one obtains:

ey ~ep=Aey+Ber +Del) (D.9)
i.e. both the exact solution and the error must satisfy the same finite difference
equation. Therefore the numerical error and the exact numerical solution both possess
the same growth broperty in time. Any perturbation of the input values at the n time
leve] will either be prevented from growing without bound - stable system - or will
grow larger - unstable system (Anderson et al., 1984). Considering the distribution of
errors at time level # it is assumed that the error can be written as a series in the

form:
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e, 0,0= Y (n g N7 e (D.10)
mp.q .
where i = V(-1). The periods of the fundamental frequencies (m, p, g=I) are 2L, 2L,

and 2L, respectively, and

Cnpg =LBAD = ()

_mR

Yﬂ T m=0, 1, ...,M
x

'Vfi—n p=0,1,.,P (D.11)
y

Yq=-i—ﬂ q=0’ 1,.“,0

M, for example, is the number of intervals, Ax units long, contained in length L..
Assuming the finite-difference equation is (locally) linear it is sufficient to examine

the behaviour of a single term in the series, in the form:

g B2 01 = p g8 PN (D.12)

Replacing € in equation D.9, the following equation is obtained:

(cm-l ~{Me 1Y u X 1,744, 0) _ cm-l (de it 40 +B+De "I'T,Aﬂ)e Y X+, y+Y, l"-’) (D.13)

Simplifying and re-arranging equation D.13 one obtains:

C'”l (1 -Ae iv,Ao -B-De -iT'Ao) = cn (D 14)

The amplification factor G is defined as

" 1-Ae"®°_-pe "4 1-B-(A+D)cos 6+i(D-A)sin

G- Cm-l _ 1 1

(D.15)

~ where 8 =y, Ao . Coefficients A, B and D are also defined as (see Chapter 4):
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[ n
A=At Lifrp ¥ Rl

= =E+F,
| Adg? Ag
- - .
B-ay-Trp*een) AR -E,-E,-F, (D.16)
Ao? Ao 178271
[ =v
T
D=Ad-EHE_p
Ag?
and, therefore,
+1
G= S 1 (D.17)

{* L+E+E,+F,~(E,+E,+F,)(cos6) +i(E,~E,-F,)sin0

Furthermore it is recognised that mass diffusivities and settling velocities in

consecutive vertical positions are very similar and that, consequently:

E,~E,=E

(D.18)
F «F,=F
Therefore it is possible to write
+1
G=". 1 _ (D.19)
{* 1+Q2E+F)(1-cos0)-iFsin®
For unconditional stability | Gl <1 is required and, consequently
IGI = lc”+l| - 1
n 1+(2E+F)(1-cos0)-iFsin®
[ IS f')( ) l D20)

Y[1+(2E+F)(1-cos8)P+[- Fsin 6
Since both E and F are positive quantities (see the definition of T in equations C.11

and C.12j and (1-cosB) takes values in the interval [0, 2] it is possible to conclude
that | Gl <1, as required, and that, consequently, the numerical scheme can be

expected to be stable.
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D.3 Horizontal Diffusion Steps

D.3.1. Consistency

In order to analyse the consistency properties of the unidimensional Barakat and Clark
method, as used in both horizontal diffusion steps, it sufficient to consider the

differential equation corresponding to the longitudinal step as:

2 k
BC 1 0 De”x =a_C‘_s,,8.C_ 1 0De 6C=0 (D.21)
% D& x| o &2 D & o&x

where, again, the asterisk notation in the independent variables has been omitted for
clarity. The equation for the first step in the Barakat and Clark method (where the
asterisk notation of the fractional step method has also been replaced by the
conventional #, r-+I notation for time levels and subscripts j and & have been omitted)

is:

cr-¢! (Cr,-CM) cr-cih -
T"E @ "h"*‘”""‘;x_i ~De h"‘*ﬂn_xz 0 O
i

since the r values are, in fact, concentrations. Expanding C,; , Cf*', C,," and product
De* (considered at time step n) in Taylor series about point i and time step n, and

simplifying the following expression is obtained:
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_a_C_ef, BZC_'_At azc_s], At 9%C _gh Ax? 9*C

o &2 2 ¥ 2 @y 12 gt
_13De*3C 1 AtdDe* 3°C 1 Ax® aDeh ’c, (D.23)
D & & D2 & ax D 6 axax3

+R+Q (A, Ax%%) =0
where R represents additional terms which cancel when averaging. Similarly, the finite

difference equation for the second step is (since s values are also concentrations):

cr-cf crt-crYy €r-cty)
_'iT = (D Bh)iﬂp_ﬂ'"""_ _(D h)i ug—_'_i ! =0 (D24)

Ax?

which produces, following the same procedure:

3C _ 49%C At FC_ xAt &*C _ehAx28*C

o & 2 a2 2 ylyr 12 gt
_10De*5C _1 AtaDe" 3°C 1 Ax?aDe* *C_ (D.25)
D & ax D2 o axdt D 6 o g

~R+0 (Atz, Ax¥)=0
Averaging equations D.23 and D.25, as required by the Barakat and Clark method, the

following equation is obtained:

3 _»3°C_1 8De* oC
ot x2 D & &

where the truncation error (1.E.) of the overall method is O(Af, A¥®) as shown by

+1.E. =0 (D.26)

Barakat and Clark (1966). The finite difference representation tends to the partial
differential equation being solved when Af—0 and Ax—0 and the numerical method is,

therefore, consistent.
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D.3.2 Stability

The finite-difference equation for the first step of the Barakat and Clark method can
be written in a condensed form (omitting subscripts j and k )as:
G -7 =AC-CY-BCT - €1 @27

Following the same method used to analyse the vertical step and replacing C in the

condensed equation by the definition of the error, as in D.12, one obtains: -

" -tMe (Y X+1, 347, 0)

(D.28)
.—.L.l (L itm A-"_cn) -B (cm-l _cn+1 e ~iYu A‘)]e Y mX+YpY*1q )
Simplifying and re-arranging, one obtains:
cm-l(l +B_Be""\’.;4-‘) =cn(1 +AeiY'M—A) (D29)
and the amplification factor becomes:
™! 1-A(l-e"™*) _1-A(1-cos0 -isind)
G= = _ = - (D.30)
a4 1+B(1-—e"7"u) 1+B(1-cos0 +isind)
where 6 =y, Ax . Coefficients A and B are defined as (see Chapter 4):
A= At(Ds)mn
Ax?D,
(D.31)

p- At(De),
Ax*D,
and since, at consecutive longitudinal positions, such quantities are very similar, it can

be considered that:
B=A ' (D.32)

Considering D.32 and taking the module of the amplification factor:
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G| = [§7] _ 11-4(1-cosB)+iAsin6|
1" |1+A(1-cos6)+iAsin@|

(D.33)

_ | 1+4A43%in’8/2-44sin?0/2 <1
1+4A4%in?6/2 +4Asin®6/2
since A is a positive quantity. The first step of the method is, therefore, expected to

be unconditionally stable.

The finite-difference equation for the second step of the Barakat and Clark method

can, again, be written in a condensed form (omitting subscripts j and & )as:

¢ -Cl=A(C} - ¢'')-B (C'-CL) (D-34)

Following the same method used to analyse the first step one obtains:

(cml _cn) ei(Y.x"pr"Yq o)

(D.35)
= '.A(cm-l e Iy dx_ CMI) -B (cn _ cn e Yy A—‘)] e Yy X+1,7+Y, 0)
Simplifying and re-arranging:
cn-‘-l(l_Ae'iY-A‘_'_A)=Cn(1_B+Be"TqA3) (D36)
The amplification factor becomes:
-8 _1-B(1-¢""*) _1-B(1-cos +isin) D.37)

e 1+A(1_ei'f-“) 1+A(1-cosf -isinG)
where 6 =y, Ax, as before, and coefficients A and B are defined in D.31 and

approximated as in D.32. Taking the module of the amplification factor; -

D.11



Iél _ ™Y _ J1-A(1-cosB)-idsin6)|
{7 11+A(1-cos0)-iAsing|

(D.38)

- 1+4 A%sin*6/2-4Asin?6/2 <1
1+4A4%in*0/2 +4Asin*6/2
The second step of the Barakat and Clark method is, therefore, also expected to be

unconditionally stable. Since both steps of the method have the same stability

properties the overall method is also expected to be unconditionally stable.

D.5 Advection Step

A formal analysis of convergence, consistency and stability, similar in nature to those
of the previous sections, becomes extremely difficult for the case of a three-

dimensional backward method of characteristics for unsteady, non-uniform flow field.

In very general terms, a backward method of characteristics in which interpolations
for Courant numbers ( Cu=uA/Ax) greater than unity are performed at the appropriate
intervals encompassing the interpolation position (i.e. out of the neighbouring region
of the head of the characteristic, [, i+1] or [i-1, i] in the 1D case, for a characteristic
starting at point i), as in SUSMUD3, is expected to produce an ﬁnconditionally st‘;ible
method, as indicated by Vewllwey and Daubert (1978). Therefore, stability limitations
on the time step recognised in early versions of the method, are, in principle, avoided
through this approach, as the concentrations at the feet of the characteristics are

obtained by interpolation rather than by extrapolation (Baptista, 1986). Verwey and

Daubert (1978) also indicate that the former method had been successfully used at the
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Laboratoire National d’Hydraulique (Chatou, France) with linear and quadratic (as is

the case of model SUSMUD?3) interpolation polinomials.

In order to develop a more detailed analysis of the method it is recognised that
accuracy losses may result from both steps of the method: backtracking and

interpolation.

Losses of accuracy resulting from backtracking are related to errors in the calculation
of the characteristic lines and, ultimately, of the positions of their feet, where
interpolations will be carried out, This aspect is particularly important in unsteady,
non-uniform velocity fields and leads to mass conservation problems, a critical issue
in the method of characteristics. Vefwey and Daubert (1978), while recognising that
errors in mass balance cannot be avoided for varying velocity and spatial step
conditions also indicate that, according to their own experience, such errors are very
limited. This seems to be confirmed by the test performed with the advection module

of SUSMUD3 and described in detail in Chapter 4.

The second cause for losses in accuracy is interpolation, in connection with the
properties_of the methods used. Although a large number of interpolators is available,
a review of their properties within the framework of finite-element based Eulerian-
Lagrangian methods did not recognise an optimal choice (Baptista, 1986). Truncation
error analysis and the study of amplitude and phase errors of the se-veral interpolators

and of their propagation, leading to the evaluation of global accuracy, was carried out
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by the same author for the simple 1D advection equation with constant velocities (see

Baptista, 1986, for details).

For the case of a second order polinomial interpolation method (3P-LI3 in Baptista’s
notation) similar to that used in the successive one-dimensional interpolation scheme
of model SUSMUD3 the leading term of the truncation error was found to be, for the

general case (Cu > I):

2_pyAx® 8¢ D.39
(E-ngl 2 (D39)

where &= ( x;7x,,)/Ax | i.c. the normalised x coordinate relative to the central point
x;; of the interpolation interval [x,, ,x ;,,,]. In this case, as noted by the same author,
and for a given simulation time, accuracy should be improved by taking fewer (and
larger) time steps. Consistency, as previously defined, can still be verified, provided
AX’/At—0, when both Ax and Az tend to zero. For the particular case of Cu < 7 , (i.e.

I=0) the leading term of the truncation error was found to be
U, 2,.2 63C
=W At*-Ax)— (D.40)
= Vs

which indicates unconditional consistency.

Based on his previous analyses Baptista also investigated stability and convergence.

His work indicated that method 3P-LI3 is unconditionally stable and unconditionally

convergent. -
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D.6 Conclusions

The consistency and stability analyses carried out in previous sections for the vertical
and longitudinal diffusion steps, the latter being also applicable to the lateral diffusion
step, seem to indicate that, within the set of assumptions used in such analyses, the
finite difference methods used in mod;al SUSMUD3 are consistent and stable,
Applying Lax’s Equivalence Theorem, within the conditions indicated by Anderson

et al. (1984), such numerical methods should also be convergent.

Regarding advection, and despite the differences beﬁwn the simple case studied by
Baptista (1986) and the complex application cases model SUSMUD3 is intended for,
it is expected that consistency, stabﬂity and convergence properties which are similar
to those of method 3P-LI3 used by the same author are also found in the advection
module of the former. In particular, and in agreement with the indications of Verwey

and Daubert (1978), both unconditional stability and convergence are expected.
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APPENDIX E

FLOWCHART OF MODEL SUSMUD3
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PROGRAM SUSMUD3

=)

GENERAL PARAMETER
DEFINITION BLOCK

Define Problem Dimensions

Define Variables for Sigma
Transformation

Define Parameters of Physical
Domain

1

P P
DEFINTTION BLOCK

Define Parameters of
Physical Processes

ATION V
DEFINITION BL.OCK

Define Variables for Computation

4

PERATIQN VARJAB
DEFINITION BLOCK

Define Variables for Data
File Operation

GENERAL DATA INPUT BLOCK

“Input Control Variables for Qutput
Input Names of Data Files
Input Model Parameters
Input and Compute Parameters
of Physical Domain
Input Parameters of Physica! Processes

Input Data for Variable Initialisation

Input Data on Freshly Deposited

Sediment

o

E.2




7

for Graphical Processing

GENERAL DATA
QUTPUT BLOCK

Output Initial Depths

/

FILE QPENING BLOCK

Topology and Boundary

Open Hydrodynamics,

Data Files for Input
During Computation

Open Output Files

Y

—< Enter Time Step Loop >

1

Assign Values to Boundary-Type

Assign Values to the New
and Old Water Levels,
Compute Total Depth

Indices and Topology Data
Armays for Interpolation

Y

B Compute Time Derivative

of the Water Levels

Compute Space Derivative
of the Water Levels

Compute Derivatives of the
Sigma Coordinate °

Y

Assign Values to Advective
Velocity Components at
Previous Time Step
(Computational Domain)

Assign Current Values to
Adbvective Velocity Components
{Real Domain)

®
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Transform Advective
Velocity Components
{Computational Domain)

Y

Assign Values to New and
Old Bed Shear Stress Arrays

Assign Values to
Diffusion Coefficient Arrays

Y

Transform Diffusion Coefficients
(Computational Domain)

Y

Assign Values to
Boundary Concentrations

Assign Values to
Template Concentrations

ERQSION BLOCK

Compute effects of Erosion

Y

Enter Longitudinal
* Grid Point Loop

Compute Effects of Three
Dimensional Advection

End Laterl
Grid Point Loop

¥

| End Longitudinal
Grid Point Loop
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Enter Longitudinal
Grid Point Loop
Y _
Enter Lateral ,
Grid Point Loop
VERTICAL STEP BLOCK
Computé‘Eﬂ'ects of Vertical Step

End Latersl \

Grid Point Loop

/
Prepare Lateral Diffusion
Calculation

Y
Enter First Lateral
Grid Point Loop
LATERAIL DIFFUSION FIRST BLOCK

Compute Effects of First
Sweep for Lateral Diffusion

End First Lateral
Grid Point Loop
L J
Enter Second Lateral
Grid Point Loop

LATERAL DIFFUSION SECOND BLOCK
AND FINAL CALCULATION

Compute Effects of Second Sweep for
Lateral Diffusion

Average with Values of First Sweep

Y
~ End Second Lateral
Grid Point Loop

. End Longitudinal
Grid Point Loop
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__.<

Enter Lateral
Gnd Point Loop

e

Prepare Longnudmal A
Diffusion Calculation

Enter First Longitudinal >__

Grid Point Loop

Y

~ LONGITUDINAL DIFFUSION

FIRST BLOCK

Compute Effects of First
Swesep for Longitudinal Diffusion

End First Longitudinal

Grid Point Loop

——

Y

Enter Second Longitudinal >_

Grid Point Loop

Y

N

INAL D

ION
BLOCK AND FINAL CALCULATION

__<

Compute Effects of Second
Sweep for Longitudinal Diffusion

Average with Values of First Sweep

3

End Second Longitudinal
Grid Point Loop

1

End Lateral
Grid Point Loop

Y

Transfer Concentrations to
Main Concentration Array

®
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(®)

DEP NB K

‘Compute Effects of Deposition

Y

Output Concentrations

T

Y

End Time

4

EINAL DATA OUPUT BLOCK
Output Finat Results

Output Final Depths for
" Graphical Processing

Output Data on Freshly
Deposited Sediment

Create File of Initial Conditions
for Future Runs

)

FILE CLOSURE BLOCK
Close Input/Output Files

o >
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~ APPENDIX F

FLOWCHART OF MODEL FLDMUD2
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PROGRAM FLDMUD2

START

“DEEMIHONALOCE
Define Problem Dimensions
Define Parameters for Data Cutput
Define Model Paremeters

Define Parameters of Physical
Domain

SIC. OCESSES
DEFINTTION BLOCK

Define Parameters of
Physical Processes

L

COMPUTATION VARJABLES
DEFINTTION BLOCK

Define Variables for Computation

' S
DEFINITION BLOCK

Define Variables for Data
File Operation

Y

GENERAL DATA INPUT BLOCK

Input Contro] Vanables for Qutput
Input Names of Data Files
Input Model Parameters
Input and Compute Parameters
— of Physical Domain
Input Parameters of Physical Processes
Input Data for Variable Initialisation
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GENERAL DATA OUTPUT BLOCK

Output Initial Depths for
Graphical Processing

i

FILE OPENING BLOCK
Open Hydrodynamics, Topology
and Boundary Data Files for
Input During Computation

Open Output Files

1
——--<Entcr Time Step Loop >
'

Ol (60) NS
(9 ST -5

Update and Null
Computation Variables

Assign Values to Water Levels

Assign Values to Advective”
Velocity Components in
Suspension Above

Assign Values to Densities and
Compute Interface Concentrations
in Suspension Above

- Assign Values to Boundary-Type
Indices and Topology Data
Arrays for Interpolation

Compute Shear Stress Factors
at Upper and Lower Interface

Assign Values to Diffusion
Coefficient Arrays
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FIRST HALF-STEP BOUNDARY

CONDITIONS BLOCK

Assign Values to Boundary
Velocities, Densities and Depths

Set Boundary Conditions

Y

MASS FLUX BLOCK

Compute Mass Fluxes
" through the Interfaces

A

-8 K
Compute x velocity
Compute y velocity
Compute Fluid Mud Density
Check Fluid Mud Density
Compute Fluid Mud Depth
Check Fluid Mud Depth
Update Bottom Level

Update Fluid Mud
Interface level

Set Boundary Conditions
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Y

SECOND F-STEP BLOC

Compute x velocity
Compute y velocity
Compute Fluid Mud Density
Check Fluid Mud Density
Compute Fluid Mud Depth
Check Fluid Mud Depth
Update Bottom Level

Update Fluid Mud
Interface Ievel

¥

AR’ A QUTPUT BLOCK

Output Data at Control Times

G ATA O BLOC

General Output of Computed Data

I
Seplocp >

i

- EINAL RESULTS QUTPUT BLOCK

Output Final Results

f

EILE CLOSURE BLOCK
Close Input/Output Files

/
( STOP )
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