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Résumeé

La périodicité des opérations d'étalonnage estdéuision
technique qui apporte des implications considéspleur

la performance du systéme de management. Bienejte c
décision puisse étre considérablement colteuseicbep
d’entreprises et de laboratoires choisissent desgéités
d’étalonnage indépendant d'aucune analyse des denné
concernant [l'utilisation et les différentes demande
d’exactitude associés a des applications spéc#ique

Une fois que qu'il y a une relation entre la péité
d’étalonnage et I'attente de « défaillance » dhsirument
de mesure (ici, « défaillance » veut dire que tlimsent
sera dehors tolérance quand on considére ses iomsdit
d'utilisation), la combinaison de la nature stocitpe de
ce probleme et des méthodes statistiques pour iprévo
meilleure périodicité d'étalonnage pose un défi rpou
beaucoup de systémes de management.

Cet exposé présente des concepts et discute dedenad
leurs variables qui peuvent étre utilisés pour rdéfiles
intervalles de temps entre deux étalonnages. Upmealpe

de fiabilité pour une analyse codt-efficacité estssh
présentée. Un exemple illustratif de I'expériences d
laboratoires métrologiques présentés au début tdséu
pour mettre en valeur quelques observations et les
conclusions.

Abstract

The periodicity of the calibration operations iseghnical
decision with considerable implications in the eyst
management performance. Although this decision lman
significantly cost effective, many industries and
laboratories apply recommended calibration interval
regardless of any type of data analysis conceraspgcts
such as the severity of use and the different aogur
requirements associated with specific applications.

Considering that there is a relation between thibredion
intervals and the expectations of “failure” of aasarement
instrument (“failure” meaning that the instrumenilvbe
out-of-tolerance considering its own usage requinets),
to combine the stochastic nature of the problemh wit
statistical methods to predict the optimized caliton
interval is a challenge to many management systems.

This paper presents concepts, discusses methodiglsno
and its variables that can be used to define edldor time
intervals. Moreover, a reliability approach to
cost-effectiveness analysis is also presentedlldstriative
example concerning the experience of the aboveiorest
metrological laboratories is used in order to ewgkasome
of the remarks and conclusions.

a

1 — Introduction and motivations

Measurement systems are applied in a variety of
contexts of management systems, and one of its rmajo
concerns is the quality of the measurement resQislity
requirements concerning measurement includes the
measurement traceability obtained through instrumen
calibration and the assessment of the data obtaméuls
process.

The instruments performance is usually influenced
by many different sources of uncertainty, according
stochastic behavior, not allowing a deterministiediction
of its metrological status in a specific moment& made
accurately. Therefore, in order to provide quatisurance
of the measurements, it becomes necessary to perfor
periodically, the calibration of instruments andetealuate
its conformity according to the intended use inracpss
designated bynetrological confirmation1]. This process
leads to acceptance-rejection decisions with teathni
commercial and human risks and also economicascost

The definition of the calibration time interval has
major role in this process because the elapsediieheeen
calibrations can affect the probability of accegtior
rejecting the calibrated instrument due to its aelability
and, consequently, it has a direct influence indheision
risk and cost. In this context, the optimization thie
calibration time interval should be considered asaor
concern to the implementation of quality assuramnte
management systefdearing in mind that under-specified
quality can lead to the increase of technical, cencial or
even human integrity risks; and over-specified iqy#dads
to the increase of costs.

In a broad context including industry, testing and
metrological laboratories, this process, howevecpenpass
a framework of concepts and practices not always
consensual, being a motivation for this paper the
description of the approach that is applied in sgoondary
metrological laboratories and the analysis andugdision of
some results.

Another motivation is due to the need to perforia th
type of analysis according to new metrology corgept
oriented to a probabilistic approach of measurerf@&ntn
contrast with the traditional approaches based on a
deterministic point of view structured upon the oerr
analysis and often using straightforward techniques

! Legal metrology is considered outside the airthisf discussion as their
calibration time intervals are defined accordingegulations.



The economic and technical developments have
introduced high expectancy regarding the high-perémce
of measurement systems obtained at lower risk astsc
being consistent with the main management systeles i
of continuous improvement of Quality. The aim of
optimizing the relations established between thisee
management variables depends particularly upon the
definition of the calibration time interval.

2 — Basic concepts and input
information
The development of a procedure to optimize

calibration time intervals specified in laborataalibration
plans is supported in a set of quality premises:

= traceability of calibration process to national or
international standards;

= knowledge of measurement uncertainty regarding
the calibration and the measurement process;

= knowledge of the measurement system intended
use and the level of accuracy required;

= knowledge of the economical factors related to
calibration and maintenance.

The parameter calibration time interval can be

obtained using different approaches, as mentioreddré.

In the context of metrological laboratories (seguFé 1) it

is considered that the relevant information reglisbould

be concerned with the measurement risk assessitient,
metrological performance of the type of instruméatain
relation to the intended use and the cost analgiged to
the calibration and maintenance processes.
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Figure 1 — Stages related to the definition of atirnized
calibration time interval in a metrological labomty.

Provided this information, metrological management
should be able to establish the metrological patarseof

interest, asystem integrity levekquired and its confidence
level, and to perfornmeliability analysis emphasizing the
need to determine theeliability function and reliability
target depending on the methodology applied [3]. The
optimization of the calibration time interval cae bbtained
combining the previous information, leading to the
guidance established in the laboratory calibraiam.

In the following sections, some remarks are made
concerning the processes used in order to obtalrepply
such relevant set of information.

2.1 — Cost analysis

Cost analysis applied to the calibration interval o
measurement instrumentation is a function of sévera
management variables, needed to be identified and
evaluated with respect to cost per unit of time.

There are two different types of costs to be
considered, the direct costs (namely, those related
operational costs) and the indirect costs (namele to
possible out-of-tolerance performance of instrureent

The first type of costs can usually be obtainednfro
historical data concerning calibration and mainteea
annual costs such as human resources occupatideriaia
and energy consumption, out-of-service daily ccestsl
subcontract costs.

The second type of costs is obtained indirectly by
estimating the costs related to non-conform workisT
might have both objective and subjective contritmsi
being the first related to the time needed to ident
non-conform work, to repeat calibration operations,
similar. The latter contributions arise from aspestich as
the decrease of confidence of clients leading tesitde
loss of contracts.

Usually, the first type of costs decrease with Emg
calibration time intervals and the second type adts has
an opposite relation with the calibration time mtds (see
Figure 2).

Costs 4
Total costs

; Indirect costs

Direct costs

Atcal

Figure 2 —Balance between direct and indirect costs.

From an economical point of view, the optimized
calibration interval should be the longest possible
However, the decision should always be balanced
considering that the indirect costs also increagh time
and, therefore, need to be taken into account when
establishing the criticality of the intended use.



The definition of theSIL parameter is based on the

2.2 — Measurement risk analysis following expression

In a simplified approach adopted in the context of SIL=INT(WCrit Epc,it+wcompEpcomp), (1)
risk assessment, measurement risk analysis aimenafy . _
the threats to measurement quality and their carssmps where w,; and w,,,,, represent, respectively, the weights
within a probability frame. To achieve that purpoasescale of the criticality and complexity input parameters.

based on a paramet8iL (System Integrity Level) [4] is Consideringw,
established so that a quantitative parameter camsbé as
guidance to the adoption of a confidence level anskelect
a method to obtain the optimized calibration timival.

=07 and w_, =03 (empirical values

crit comp

based on studied metrological applications), a doation

matrix of the two input variables is presented iblE 3.

The values oSIL are used in order to guide the user to the
The major concern regarding measurement is related selection of the confidence level (as presentediahble 4)

to the use of instrumentation in a condition of and tothe method to apply (as presented in Ch&pter

out-of-tolerance. In fact, this condition can batical

because it is often detected only during recalibnat Criticality
process after performing a large amount of non-aonf Complexity  Low (1) Moderate (2) High(3) _ Critical (4)
work. Low (1) 1 1 2 3
Moderate (2) 1 2 2 3
The approach proposed is applied to instrumentation _High (3) 1 2 3 3
independently of its function in a traceability oha Very high (4) 1 2 3 4

(reference standard, transfer standard or workiagdsrd), Table 3: SIL parameter definition.

however, this fact is quite relevant for the detfam of the The confidence level (1) is a parameter required to

criticality related to the instrumentation intendese. establish thein-tolerance and out-of-tolerance domains,
The SIL parameter has four categories (1 to 4) [4], e>.<pr.essingth.e probability.that the result obtained lies

being defined from the analysis of two input par within the in-tolerance interval of the measurement

ot Al . : Considering that gaussian conditions apply, a ioglat
the application criticality, ., and the complexity, T
PP Yoo P piextty between theSIL parameter and the standard deviation

Peomp OF the measurement intended use. Each parameter oo meter g was defined in order to support the definition
has four levels as described in Table 1 and Table 2 of the confidence levels requird@Table 4).
P - SIL Confidence level N. of standard
Criticality Descrlptlon. : (1-0) / % SRS ()
Low (1) The economical and technical effects due to 1 56,64 15
the measurement system performance are ! !
not significant (e.g., related with monitoring 2 95,45 2,0
systems). 3 99,73 3,0
Moderate (2) The economical and technical effects due to 4 99,994 4,0
the measurement system performance can Table 4: Relation between SIL parameter and confidéevel
be significant but can be overcome by under Gaussian assumptions.
strategies based in data analysis (e.g.,
compensatin influence uantities . .
contrbutions). a 2.3 — Metrological performance analysis
High (3 The economical and technical effects due to . . . . .
igh (3) the measurelment system 'performanceucan It is widely accepted that instrumentation chaniges
affect significantly the output data (e.g., measurement uncertainty along the time, being peently
' commercial effect). ' affected by sources of uncertainty with stochalsébavior
Very high (4) ;hee ;Z‘;nggﬁn?”g ts‘ig;”'czrf%f:;‘;tzc‘i“i;g that promote a progressive increase of the measunem
be critical to the Oi',era” Sse (.. human uncertainty. This parameter is particularly suited be
integrity effect). considered the test parameter because it allovemalysis
Table 1: Criticality parameter quantification. of the instrumental accuracy evolution. Figure 8sgnts a

typical behavior of the uncertainty interval chasige
obtained at different time between two consecutive
calibration operations [5].

Complexity Description

Low (1) Simple and direct functional relation of input
Noderas @ gata t(_e-g-'l "”Ie"t‘_f re'a_t;g“) — Moreover the intended use usually has its own
oderate unctional relation with explicit mathematical . . -

models (e.g.. non-linear relations using requirements, namelly, related tp_ testing or cailm
known functions) standards and experimental conditions. These regeints

High (3) Functional relations based in known should serve to define the in-tolerance and oublarance
algorithms requiring simple data analysis limits in a consistent way with the test parameasmnget
tools intervals (measurement uncertainty intervals).

Very high (4) Complex, implicit functional relations
reguiring advanced data analysis tools

Table 2: Complexity parameter quantification.

Regarding Table 4, it should be mentioned that semteors (e.g.,

[6]) recommend higher discrimination of levels (reyn 5 to 7) and,

2 Adopting a process that is similar to the oneduse software consequently, of the confidence levels (fromdlt® 5,0, this last
validation processes. one corresponding to 99,99994 % of confidence Jevel




Pla,] Therefore, there are two main approaches that are
PIQ] considered in this context:
= reactive methods (adjustment of data based on
calibration history, as a variation of automatic
t (time) adjustment);
Pla,] = statistical approach based on the reliability
t,(i +1)" calibration) function and using the maximum likelihood

Pl ] method.

= b The first type is used for instrumentation with &rw
j/ integrity requirements (typically of class 1 or ®hereas

t, the second type is usually applied to instrumenraliaving
IA a higher level of integrity required (class 3 or 4)

Plq,]

t,,it calibration) Being these two the main approaches adopted, they
will be described with some detail. Detailed regdafi [3],
[6] and [7] is recommended.

q Q (quantity)
Figure 3 — Progressive increase of measurement rtaingy The reactive methodsor calibration interval
along time between two consecutive calibrations. adjustment method§3] are established upon the recent
calibration information available, being the mostedt
approach th&imple Response Methddllowing the model
(with the iteration countan =0, 1, ..):

The measurement uncertainty can be expanded
within a confidence interval established in confilymvith
measurement risk analysis (presented in previougose
see Table 4), establishing limits that can be ueedefine t. :tn(1+Ata)yn +tn(1—Atb))7n (2)
the in-tolerance and out-of-tolerance domainshia tvay,
it can be defined both the testing parameter (edgan  beingt the duration of the'hcalibration intervalat, >0

measurement uncertainty) and the tolerance (asrived andat, >0 correction time intervalsy a Boolean variable

in Fig. 1). equal to 1 if the calibration result is “in-toleai and O if
Reliability analysis applied to a type of instrurten it is “out-of-tolerance” fy, represents the complement of

used in certain type of application, uses the mition y considering the aim to achieve a reliabilitygeet this
provided by the comparison of test parameters with "

tolerance limits to define the reliability functicemd the method has a recognized very low convergence, being

reliability target, widely used in statistical metts [3] strongly recommended to use other methods such as
applied in the definition of the optimized caliticat Incremental Response Method Interval Test Methodn

intervals (see Chapter 3). order to achieve better results. The major critiat tis
pointed out to this approach concerns the fact these
methods react to calibration data and do not attetmp

3 — Methods and mOde”mq model the uncertainty growth functioHowever, they are
The determination of the optimized calibration considered adequate for many low criticality apgtimns.
interval is ‘a complex mathematical statistical process The statistical approach is related to the idea of
requiring accurate and sufficient data taken duritie modeling the reliability function that best fit ticalibration
calibration process. There appears to be no unafgys data and to estimate the optimized calibration tinterval

applicable single best practice for establishing dan knowing thereliability target, R (Fig. 4).
adjusting the calibration interval7].
The approach used to establish the value of the

reliability target, R", follows the rough guidelines of [6],
defining ranges of reliability targeaccording to specific
conditions, namely, testing uncertainty impactha butput
measurement uncertainty and its usefulness. Table 5
exhibits the relation proposed.

The same document, however, expresses that there is
some consensus in a set of methods that are coedide
suitable for this purpose:

= automatic adjustment or “staircase”;
= control-chart;
= ‘“in-use” time;

= black-box testing; Condition Reliability target
= other statistical approaches. %
. . Low impact on final measurement
Considering the nature of the measurements or large in-tolerance range <60
performed in the metrological laboratories thatmrp this Redundant application or medium
study, the first type of methods is considered ipalerly criticality (SIL 2-3) 60 to 90
suitable to apply to most of working standards dne Critical application or absence of
backup procedures >90

statistical approach, being able to provide a nra@erous
analysis, is considered suitable to apply to refezeand
transfer standards, taking into account the cliticaf its
intended use.

Table 5: Conditions for the definition of relialhylitarget.

4 Reliability target is usually defined consideriB@P (End—of-Period),
AOP (Average—of—Period) related to the calibratiderval period.
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Figure 4 — Finding the optimized calibration intahfrom a
Weibull reliability function and a defined relialj target.

The reliability function R(t,é) best fit to calibration

experimental data is obtained from the Maximum
Likelihood Estimation method (MLE). The optimized
calibration time interval,t” is obtained solving the
equation,

®3)

Recommendations aiming this purpose can be found
[3], namely, applying known mathematical functiothsit
can fit the reliability function (Exponential; Weilh; Mixed
Exponential; Random Walk; Restricted Random Walk;
Modified Gamma; Mortality Drift; Warranty; Drift; rad
Lognormal), being selected accordingly to out-détance
rates performance [6]. To solve equation (3) a bieps
process is recommended [3]: firstly, an analytaygbroach
or Newton-Raphson numerical method should be ui$ed;
convergence is not properly achieved, a trial-amdre
approach should be applied.

R.6)=R .

4 — Metrological laboratory application

The study concerning an application refers to the
determination of the heat capacity quantity relateda
calorimeter (Fig. 5) used in the heat of combustion
determination test, being carried out at a reactriire
laboratory dedicated to the assessment of buildinducts.

Figure 5 — Experimental apparatus related to thathaf
combustion determination test at LNEC (from leftight: water
supply equipment, refrigerator and calorimeter).

The heat capacity of the calorimeter is determimgd
performing, at least, five consecutive complete loostions
of benzoic acid pellets at the calorimeter. Thezbenacid
used is a NIST certified reference material in ®rof its
heat of combustion, being a relevant input quantityhe
determination of the heat capacity of the testddricaeter

and, consequently, in the determination of the hafat
combustion associated with a tested sample of libgi
product for which the calorimeter is used.

In this case, the costs associated with this
metrological test are significantly increased bg tise of
certified benzoic acid. In addition, according tee ttest
standard [8], the calorimeter shall be tested aulex
intervals not greater than two months (considetirag the
main components of the calorimeter are not changed)
regardless of the nature and frequency of the egujbin.
Considering this requirement, it becomes usefidsiimate
an optimized calibration interval for the laborahbr
conditions and to discuss whether the above meatdion
normative test interval is under or over specified.

The aforesaid study uses data (Table 6) basedeon th
metrological tests performed with the LNEC's catagier.

Time
(months)

Reliability
(%)
0,99
0,98
0,94
0,82
0,68
0,62
0,39
0,31
0,18
10 0,16

Table 6: Experimental data.

OIO(N[O|O|[W|IN|F-

This type of test is considered to be of very high
criticality (level 4) since it is related with firsafety of
building products, and moderate complexity (levgl 2
which gives aSIL of 3 according with Table 4 leading to
the use of 8 confidence interval to perform in-tolerance
test. A EOP reliability target of 90 % was adopthe to
the criticality of the intended use and accordinghw
Table 5.

Regarding the cost analysis, two main contributions
are found: the (direct) cost of the reference nitend the
(indirect) cost related to a possible use of tHerzaeter in
out-of-tolerance conditionsThe first one can be easily
guantified and has a monotonic decrease alongetiedof
observation (10 months). The second increasesfisigmily
(because of the critical impact of the testinggrafeliability
function finds reliability target.

In order to find best fit functions to experimental
data, two types of functions were applied: Weil§g)l and
exponential (5). In each case, the best fit fumctivas
found by the linearization of the functions and Igpw
regression analysis. The reliability best fit fuoos
parameters obtained are given in Table 7 and the
approximations can be seen in Figure 6 within the
reliability target limit,

(4)
(%)

being the best fit parameters to obtainin both cases; and
k, in the Weibull function case (the exponential diion
can be considered as a particular case of the Weibu
function withk = 1). In both cases, the reliability functions

R(t; A,k)=e WS
Rit;A)=e®W



are 1 fort = 0, otherwise, it would be necessary to consider
anR, value in expressions (4) and (5).

Function Parameter Value
Weibull A 2,5013
k 0,1295

Exponential A 0,0581

Table 7: Best fits parameters.

Weibull — - Exponential ® Experimental data RrR*]

Reliability (%)

Time (months)

Figure 6 — Experimental data, Weibull and exporentliability
function best fits and reliability target.

The estimates of the optimized calibration time
interval, for each best fit function, were obtaineging the
analytic approach. Table 8 presents those bestasts.

Function Estimate of optimized
calibration time interval
(months)
Weibull 3,1
Exponential 1,8

Table 8: Optimized calibration time intervals esiies.

The analysis of the results achieved allows to
conclude that both estimates are not far from trenative
calibration time interval. Figure 6 shows that theibull
model is a better fit to experimental data andrefoge, the
best estimate obtained is 3,1 months.

According with these results and considering the
specific testing application, the calibration tinrgerval
could be changed to three months instead of the
conservative requirement of two months, meaningree t
increase of 50 %. In fact, one of the aims of tialtquality
improvement is to apply scientific methods in order
obtain the best technical and economical decisions,
allowing the management systems to develop apm@iapri
strategies.

5 — Conclusions and future trends

The relation between technical and economical
requirements is becoming a major concern in managem
systems, being the definition of the instrumentatio
calibration interval a type of decision that shoaltount
for, combining information from three main paramste
costs, risk and reliability.

Different experimental approaches can be used to
achieve the aim of obtaining optimized calibratitime
interval, from a simple reactive method to a mavenplex
statistical approach. In this context, this paperspnts a
strategy, adopted by two metrological laboratorasde to
establish integrity categories based in criticaliand

complexity criteria, and use it to select specifiethods
considering the three main issues mentioned akovind
the optimized calibration time intervals, whichtfie main
aim of this type of studies.

The illustrative study carried out enhances hoveghe
different steps can support the relevant decisfaedining
the calibration time interval, in a context of fotpality
improvement.

It should be emphasized that the results presented
were obtained using the LNEC's calorimeter testadat
leading to optimized calibration interval estimatkat can
only be considered in this case. The main reasorthie
discussion is that this type of studies (based on
experimental data) can be useful to establish riffe
calibration intervals according with reasonableuangnts
as the nature of the use. In this case, the reagtese with
the normative recommendations.
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